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- Let's satisfy $\phi \ldots \Rightarrow \chi\left(\boldsymbol{G}_{\phi}\right) \leq \mathbf{3}$
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## Reducing 3-SAT to Hamilton Path

## Definition 3.1 (Hamilton Path).

Input: graph $G$.
Output: decide whether $G$ allows a path visiting all nodes excatly once.

- Hamilton Path $\in N P$. We can guess $n-1$ edges and verify if they add up to a Hamilton Path.
- We need 3 gadgets for this problem..
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- Actually, the colored edges will become subgraphs that allow a path between the blue nodes.
- They sure translate to an evaluation "True" of "False" for the literal.
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- A part o a Hamilton Path must either enter and exit this subgraph using both top vertices or both bottom vertices.
- That "exclusive or" functionality will be the hint for gadget 3 to prove useful.
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- Let's take $C_{i}=\left(x_{1} \vee x_{2} \vee \neg x_{3}\right)$
- We must force that the "edges" (paths) of the triangle are traversed by a Hamilton Path if and only if the corresponding literal is false.
- Then the clause is True, or else there would be no Hamilton Path!
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## The Traveling Salesman Problem

## Definition 4.1 (TSP).

Given a set of $n$ cities and the distance between any two of them, find the shortest tour covering all cities.

## Definition 4.2 (TSP (decision problem)).

Input: a complete graph $G$ with weighted edges, budget (target cost) B
Output: is there a tour (cycle) visiting every vertex of $G$ with total cost $\leq B$ ?

- Verify that TSP (D) belongs to class NP...
- We shall use Hamilton Path as ou known NP-complete problem.
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## Hamilton Path $\leq^{P} \operatorname{TSP}$ (D)

- Take any instance of Hamilton Path (i.e. any graph $G$ with $n$ vertices) and take a copy of it, $\bar{G}$.
- Set all edges of $\bar{G}$ to have a weight equal to 1 .
- Insert all missing edges of $\bar{G}$ with weig TSP (D)
- Halizilton Path $\leq$ B Hamilton
- G has a Hamilton Path $\Rightarrow \bar{G}$ has a tour of cost $\leq n+1 \ldots$
- $\bar{G}$ has a tour of cost $\leq n+1 \Rightarrow G$ has a Hamilton Path...


## Thank you!

