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Abstract

In 1951, John F. Nash proved that every game has a Nash equilibrium [43]. His proof is
non-constructive, relying on Brouwer’s fixed point theorem, thus leaving open the questions:
Is there a polynomial-time algorithm for computing Nash equilibria? And is this reliance on
Brouwer inherent? Many algorithms have since been proposed for finding Nash equilibria,
but none known to run in polynomial time. In 1991 the complexity class PPAD, for which
Brouwer’s problem is complete, was introduced [48], motivated largely by the classification
problem for Nash equilibria; but whether the Nash problem is complete for this class remained
open. In this paper we resolve these questions: We show that finding a Nash equilibrium
in three-player games is indeed PPAD-complete; and we do so by a reduction from Brouwer’s
problem, thus establishing that the two problems are computationally equivalent. Our reduction
simulates a (stylized) Brouwer function by a graphical game [33], relying on “gadgets,” graphical
games performing various arithmetic and logical operations. We then show how to simulate this
graphical game by a three-player game, where each of the three players is essentially a color
class in a coloring of the underlying graph. Subsequent work [8] established, by improving our
construction, that even two-player games are PPAD-complete; here we show that this result
follows easily from our proof.
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1 Introduction

Game Theory is one of the most important and vibrant mathematical fields established during the
20th century. In 1928, John von Neumann, extending work by Borel, showed that any two-person
zero-sum game has an equilibrium — in fact, a min-max pair of randomized strategies [44]. Two
decades later it was understood that this is tantamount to Linear Programming duality [14], and
thus (as it was established another three decades hence [34]) computationally tractable. However,
it became clear with the publication of the seminal book [45] by von Neumann and Morgenstern
that this two-player, zero-sum case is too specialized; for the more general and important non-zero
sum and multi-player games no existence theorem was known.

In 1951, Nash showed that every game has an equilibrium in mixed strategies, hence called
Nash equilibrium [43]. His argument for proving this powerful and momentous result relies on
another famous and consequential result of the early 20th century, Brouwer’s fixed point theorem
[35]. The original proof of that result is notoriously nonconstructive (Brouwer’s preoccupation
with constructive Mathematics and Intuitionism notwithstanding); its modern combinatorial proof
(based on Sperner’s Lemma, see, e.g., [48]) does suggest an algorithm for the problem of finding
an approximate Brouwer fixed point (and therefore for finding a Nash equilibrium) — albeit one
of exponential complexity. In fact, it can be shown that any “natural” algorithm for Brouwer’s
problem (roughly, treating the Brouwer function as a black box, a property shared by all known
algorithms for the problem) must be exponential [31]. Over the past half century there has been
a great variety of other algorithmic approaches to the problem of finding a Nash equilibrium (see
Section 2.2); unfortunately, none of these algorithms is known to run in polynomial time. Whether
a Nash equilibrium in a given game can be found in polynomial time had remained an important
open question.

Such an efficient algorithm would have many practical applications; however, the true impor-
tance of this question is conceptual. The Nash equilibrium is a proposed model and prediction of
social behavior, and Nash’s theorem greatly enhances its plausibility. This credibility, however, is
seriously undermined by the absence of an efficient algorithm. It is doubtful that groups of rational
players are more powerful than computers — and it would be remarkable, and potentially very
useful, if they were. To put it bluntly, “if your laptop can’t find it, then, probably, neither can the
market.” Hence, whether an efficient algorithm for finding Nash equilibria exists is an important
question in Game Theory, the field for which the Nash equilibrium is perhaps the most central
concept.

Besides Game Theory, the 20th century saw the development of another great mathematical
field, which also captured the century’s zeitgeist and has had tremendous growth and impact:
Computational Complexity. However, the mainstream concepts and techniques developed by com-
plexity theorists for classifying computational problems according to their difficulty — chief among
them NP-completeness — are not directly applicable for fathoming the complexity of the problem
of finding Nash equilibria, exactly because of Nash’s Theorem: Since a Nash equilibrium is always
guaranteed to exist, NP-completeness does not seem useful in exploring the complexity of finding
one. NP-complete problems seem to draw much of their difficulty from the possibility that a solu-
tion may not exist. How would a reduction from satisfiability to Nash (the problem of finding a
Nash equilibrium) look like? Any attempt to define such a reduction quickly leads to NP = coNP.

Motivated mainly by this open question regarding Nash equilibria, Meggido and Papadimitriou
[42] defined in the 1980s the complexity class TFNP (for “NP total functions”), consisting exactly
of all search problems in NP for which every instance is guaranteed to have a solution. Nash of
course belongs there, and so do many other important and natural problems, finitary versions of
Brouwer’s problem included. But here there is a difficulty of a different sort: TFNP is a “semantic
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class” [47], meaning that there is no easy way of recognizing nondeterministic Turing machines
which define problems in TFNP —in fact the problem is undecidable; such classes are known to be
devoid of complete problems.

To capture the complexity of Nash, and other important problems in TFNP, another step is
needed: One has to group together into subclasses of TFNP total functions whose proofs of totality
are similar. Most of these proofs work by essentially constructing an exponentially large graph on
the solution space (with edges that are computed by some algorithm), and then applying a simple
graph-theoretic lemma establishing the existence of a particular kind of node. The node whose
existence is guaranteed by the lemma is the sought solution of the given instance. Interestingly,
essentially all known problems in TFNP can be shown total by one of the following arguments:

• In any dag there must be a sink. The corresponding class, PLS for “polynomial local search”
had already been defined in [32], and contains many important complete problems.

• In any directed graph with outdegree one, and with one node with indegree zero, there must be
a node with indegree at least two. The corresponding class is PPP (for “polynomial pigeonhole
principle”).

• In any undirected graph with one odd-degree node, there must be another odd-degree node. This
defines a class called PPA for “polynomial parity argument” [48], containing many important
combinatorial problems (unfortunately none of them are known to be complete).

• In any directed graph with one unbalanced node (node with outdegree different from its inde-
gree), there must be another unbalanced node. The corresponding class is called PPAD for
“polynomial parity argument for directed graphs,” and it contains Nash, Brouwer, and
Borsuk-Ulam (finding approximate fixed points of the kind guaranteed by Brouwer’s The-
orem and the Borsuk-Ulam Theorem, respectively, see [48]). The latter two were among the
problems proven PPAD-complete in [48]. Unfortunately, Nash — the one problem which had
motivated this line of research — was not shown PPAD-complete; it was conjectured that it
is.

In this paper we show that Nash is PPAD-complete, thus answering the open questions discussed
above. We show that this holds even for games with three players. In another result (which
is a crucial component of our proof) we show that the same is true for graphical games. Thus,
a polynomial-time algorithm for these problems would imply a polynomial algorithm for, e.g.,
computing Brouwer fixed points, despite the exponential lower bounds for large classes of algorithms
[31], and the relativizations in [2] — oracles for which PPAD has no polynomial-time algorithm.

Our proof gives an affirmative answer to another important question arising from Nash’s The-
orem, namely, whether the reliance of its proof on Brouwer’s fixed point theorem is inherent. Our
proof is essentially a reduction in the opposite direction to Nash’s: An appropriately discretized
and stylized PPAD-complete version of Brouwer’s fixed point problem in 3 dimensions is reduced
to Nash.

The structure of the reduction is the following: We represent a point in the three-dimensional
unit cube by three players each of which has two strategies. Thus, every combination of mixed
strategies for these players corresponds naturally to a point in the cube. Now, suppose that we are
given a function from the cube to itself represented as a circuit. We construct a graphical game
in which the best responses of the three players representing a point in the cube implement the
given function, so that the Nash equilibria of the game must correspond to Brouwer fixed points.
This is done by decoding the coordinates of the point in order to find their binary representation
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(inputs to the circuit), and then simulating the circuit that represents the Brouwer function by a
graphical game — an important alternative form of games defined in [33], see Section 2.1. This
part of the construction relies on certain “gadgets,” small graphical games acting as arithmetical
gates and comparators. The graphical game thus “computes” (in the sense of a mixed strategy over
two strategies representing a real number) the value of the circuit at the point represented by the
mixed strategies of the original three players, and then induces the three players to add appropriate
increments to their mixed strategy. This establishes a one-to-one correspondence between Brouwer
fixed points of the given function and Nash equilibria of the graphical game and shows that Nash

for graphical games is PPAD-complete.
One difficulty in this part of the reduction is related to brittle comparators. Our comparator

gadget sets its output to 0 if the input players play mixed strategies x, y that satisfy x < y, to 1
if x > y, and to anything if x = y; moreover, it is not hard to see that no “robust” comparator
gadget is possible, one that outputs a specific fixed value if the input is x = y. This in turn implies
that no robust decoder from real to binary can be constructed; decoding will always be flaky for a
non-empty subset of the unit cube and, at that set, arbitrary values can be output by the decoder.
On the other hand, real to binary decoding would be very handy since the circuit representing the
given Brouwer function should be simulated in binary arithmetic. We take care of this difficulty
by computing the Brouwer function on a “microlattice” around the point of interest and averaging
the results, thus smoothing out any effects from boundaries of measure zero.

To continue to our main result for three-player normal form games, we establish certain reduc-
tions between equilibrium problems. In particular, we show by reductions that the following three
problems are equivalent:

• Nash for r-player (normal form) games, for any r > 3.

• Nash for three-player games.

• Nash for graphical games with two strategies per player and maximum degree three (that is,
of the exact type used in the simulation of Brouwer functions).

Thus, all these problems and their generalizations are PPAD-complete (since the third one was
already shown to be PPAD-complete).

Our results leave open the question of Nash for two-player games. This case had been thought
to be a little easier, since linear programming-like techniques come into play and solutions consisting
of rational numbers are guaranteed to exist [38]; on the contrary, as exhibited in Nash’s original
paper, there are three-player games with only irrational equilibria. In the precursors of the current
paper [30, 16, 19], it was conjectured that there is a polynomial algorithm for two-player Nash.
Surprisingly, a few months after our proof was circulated, Chen and Deng [8] came up with a proof
establishing that this problem is PPAD-complete as well. In the last section of the present paper
we show how this result can be obtained by a simple modification of our proof.

The structure of the paper is as follows. In Section 2, we provide some background on game
theory and survey previous work regarding the computation of equilibria. In Section 3, we review
the complexity theory of total functions, we define the class PPAD which is central in our paper, and
we describe a canonical version of the Brouwer Fixed Point computation problem which is PPAD-
complete and will be the starting point for our main result. In Section 4, we present the game-gadget
machinery needed for our proof of the main result and establish the computational equivalence of
different Nash equilibrium computation problems; in particular, we describe a polynomial reduction
from the problem of computing a Nash equilibrium in a normal form game of any constant number
of players or a graphical game of any constant degree to that of computing a Nash equilibrium of a

5



three player normal form game. Finally, in Section 5 we present our main result that computing a
Nash equilibrium of a 3-player normal form game is PPAD-hard. Section 6 contains some discussion
of the result and future research directions.

6



2 Background

2.1 Basic Definitions from Game Theory

A game in normal form has r ≥ 2 players, 1, . . . , r, and for each player p ≤ r a finite set Sp of pure
strategies. The set S of pure strategy profiles is the Cartesian product of the Sp’s. We denote the
set of pure strategy profiles of all players other than p by S−p. Also, for a subset T of the players
we denote by ST the set of pure strategy profiles of the players in T . Finally, for each p and s ∈ S
we have a payoff or utility up

s ≥ 0 — also occasionally denoted up
js for j ∈ Sp and s ∈ S−p. We

refer to the set {up
s}s∈S as the payoff table of player p. Also, for notational convenience and unless

otherwise specified, we will denote by [t] the set {1, . . . , t}, for all t ∈ N.
A mixed strategy for player p is a distribution on Sp, that is, real numbers xp

j ≥ 0 for each
strategy j ∈ Sp such that

∑
j∈Sp

xp
j = 1. A set of r mixed strategies {xp

j}j∈Sp , p ∈ [r], is called a

(mixed) Nash equilibrium if, for each p,
∑

s∈S up
sxs is maximized over all mixed strategies of p —

where for a strategy profile s = (s1, . . . , sr) ∈ S, we denote by xs the product x1
s1
· x2

s2
· · · xr

sr
. That

is, a Nash equilibrium is a set of mixed strategies from which no player has a unilateral incentive
to deviate. It is well-known (see, e.g., [46]) that the following is an equivalent condition for a set
of mixed strategies to be a Nash equilibrium:

∀p ∈ [r], j, j′ ∈ Sp :
∑

s∈S−p

up
jsxs >

∑

s∈S−p

up
j′sxs =⇒ xp

j′ = 0. (1)

The summation
∑

s∈S−p
up

jsxs in the above equation is the expected utility of player p if p plays

pure strategy j ∈ Sp and the other players use the mixed strategies {xq
j}j∈Sq , q 6= p. Nash’s theorem

[43] asserts that every normal form game has a Nash equilibrium.
We next turn to approximate notions of equilibrium. We say that a set of mixed strategies x is

an ǫ-approximately well supported Nash equilibrium, or ǫ-Nash equilibrium for short, if the following
holds:

∀p ∈ [r], j, j′ ∈ Sp :
∑

s∈S−p

up
jsxs >

∑

s∈S−p

up
j′sxs + ǫ =⇒ xp

j′ = 0. (2)

Condition (2) relaxes (1) in that it allows a strategy to have positive probability in the presence of
another strategy whose expected payoff is better by at most ǫ.

This is the notion of approximate Nash equilibrium that we use in this paper. There is an
alternative, and arguably more natural, notion, called ǫ-approximate Nash equilibrium [40], in
which the expected utility of each player is required to be within ǫ of the optimum response to
the other players’ strategies. This notion is less restrictive than that of an approximately well
supported one. More precisely, for any ǫ, an ǫ-Nash equilibrium is also an ǫ-approximate Nash
equilibrium, whereas the opposite need not be true. Nevertheless, the following lemma, proved in
Section 4.7, establishes that the two concepts are computationally related (a weaker version of this
fact was pointed out in [9]).

Lemma 1 Given an ǫ-approximate Nash equilibrium {xp
j}j,p of a game G we can compute in poly-

nomial time a
√

ǫ · (√ǫ + 1 + 4(r − 1)umax)-approximately well supported Nash equilibrium {x̂p
j}j,p,

where r is the number of players and umax is the maximum entry in the payoff tables of G.

In the sequel we shall focus on the notion of approximately well-supported Nash equilibrium,
but all our results will also hold for the notion of approximate Nash equilibrium. Notice that
Nash’s theorem ensures the existence of an ǫ-Nash equilibrium —and hence of an ǫ-approximate
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Nash equilibrium— for every ǫ ≥ 0; in particular, for every ǫ there exists an ǫ-Nash equilibrium
whose probabilities are integer multiples of ǫ/(2r × umaxsum), where umaxsum is the maximum,
over all players p, of the sum of all entries in the payoff table of p. This can be established by
rounding a Nash equilibrium {xp

j}j,p to a nearby (in total variation distance) set of mixed strategies
{x̂p

j}j,p all the entries of which are integer multiples of ǫ/(2r × umaxsum). Note, however, that a
ǫ-Nash equilibrium may not be close to an exact Nash equilibrium; see [25] for much more on this
important distinction.

A game in normal form requires r|S| numbers for its description, an amount of information that
is exponential in the number of players. A graphical game [33] is defined in terms of an undirected
graph G = (V,E) together with a set of strategies Sv for each v ∈ V . We denote by N (v) the
set consisting of v and v’s neighbors in G, and by SN (v) the set of all |N (v)|-tuples of strategies,
one from each vertex in N (v). In a graphical game, the utility of a vertex v ∈ V only depends on
the strategies of the vertices in N (v) so it can be represented by just |SN (v)| numbers. In other
words, a graphical game is a succinct representation of a multiplayer game, advantageous when it
so happens that the utility of each player only depends on a few other players. A generalization of
graphical games are the directed graphical games, where G is directed and N (v) consists of v and
the predecessors of v. The two notions are almost identical; of course, the directed graphical games
are more general than the undirected ones, but any directed graphical game can be represented,
albeit less concisely, as an undirected game whose graph is the same except with no direction on
the edges. In the remaining of the paper, we will not be very careful in distinguishing the two
notions; our results will apply to both. The following is a useful definition.

Definition 1 Suppose that GG is a graphical game with underlying graph G = (V,E). The affects-
graph G′ = (V,E′) of GG is a directed graph with edge (v1, v2) ∈ E′ if the payoff to v2 depends on
the action of v1, that is, the payoff to v2 is a non-constant function of the action of v1.

In the above definition, an edge (v1, v2) in G′ represents the relationship “v1 affects v2”. Notice
that if (v1, v2) ∈ E′ then {v1, v2} ∈ E, but the opposite need not be true —it could very well be
that some vertex v2 is affected by another vertex v1, but vertex v1 is not affected by v2.

Since graphical games are representations of multi-player games, it follows by Nash’s theorem
that every graphical game has a mixed Nash equilibrium. It can be checked that a set of mixed
strategies {xv

j}j∈Sv , v ∈ V , is a mixed Nash equilibrium if and only if

∀v ∈ V, j, j′ ∈ Sv :
∑

s∈SN (v)\{v}

uv
jsxs >

∑

s∈SN (v)\{v}

uv
j′sxs =⇒ xv

j′ = 0.

Similarly the condition for an approximately well supported Nash equilibrium can be derived.

2.2 Related Work on Computing Equilibria

Many papers in the economic, optimization, and computer science literature over the past 50 years
study the computation of Nash equilibria. A celebrated algorithm for computing equilibria in 2-
player games, which appears to be efficient in practice, is the Lemke-Howson algorithm [38]. The
algorithm can be generalized to multi-player games, see, e.g., the work of Rosenmüller [51] and
Wilson [57], albeit with some loss of efficiency. It was recently shown to be exponential in the
worst case [53]. Other algorithms are based on computing approximate fixed points, most notably
algorithms that walk on simplicial subdivisions of the space where the equilibria lie [54, 27, 36, 37,
23]. None of these algorithms is known to be polynomial-time.
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Lipton and Markakis [39] study the algebraic properties of Nash equilibria, and point out that
standard quantifier elimination algorithms can be used to solve them, but these are not polynomial-
time in general. Papadimitriou and Roughgarden [50] show that, in the case of symmetric games,
quantifier elimination results in polynomial algorithms for a broad range of parameters. Lipton,
Markakis and Mehta [40] show that, if we only require an ǫ-approximate Nash equilibrium, then a
subexponential algorithm is possible. If the Nash equilibria sought are required to have any special
properties, for example optimize total utility, the problem typically becomes NP-complete [29, 13].
In addition to our work, as communicated in [30, 16, 19], other researchers (see, e.g., [5, 1, 11, 55])
have explored reductions between alternative types of games.

In particular, the reductions by Bubelis [5] in the 1970s comprise a remarkable early precursor
of our work; it is astonishing that these important results had not been pursued for three decades.
Bubelis established that the Nash equilibrium problem for 3 players captures the computational
complexity of the same problem with any number of players. In Section 4 we show the same result
in an indirect way, via the Nash equilibrium problem for graphical games — a connection that is
crucial for our PPAD-completeness reduction. Bubelis also demonstrated in [5] that any algebraic
number can be the basis of a Nash equilibrium, something that follows easily from our results
(Theorem 14).

Etessami and Yannakakis studied in [25] the problem of computing a Nash equilibrium exactly (a
problem that is well-motivated in the context of stochastic games) and came up with an interesting
characterization of its complexity (considerably higher than PPAD), along with that of several
other problems. In Section 6.5, we mention certain interesting results at the interface of [25]’s
approach with ours.
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3 The Class PPAD

3.1 Total Search Problems

A search problem S is a set of inputs IS ⊆ Σ∗ on some alphabet Σ such that for each x ∈ IS there is
an associated set of solutions Sx ⊆ Σ|x|k for some integer k, such that for each x ∈ IS and y ∈ Σ|x|k

whether y ∈ Sx is decidable in polynomial time. Notice that this is precisely NP with an added
emphasis on finding a witness.

For example, let us define r-Nash to be the search problem S in which each x ∈ IS is an
r-player game in normal form together with a binary integer A (the accuracy specification), and
Sx is the set of 1

A -Nash equilibria of the game (where the probabilities are rational numbers of
bounded size as discussed). Similarly, d-graphical Nash is the search problem with inputs the
set of all graphical games with degree at most d, plus an accuracy specification A, and solutions
the set of all 1

A -Nash equilibria. (For r > 2 it is important to specify the problem in terms of a
search for approximate Nash equilibrium — exact solutions may need to be high-degree algebraic
numbers, raising the question of how to represent them as bit strings.)

A search problem is total if Sx 6= ∅ for all x ∈ IS . For example, Nash’s 1951 theorem [43]
implies that r-Nash is total. Obviously, the same is true for d-graphical Nash. The set of all
total search problems is denoted TFNP. A polynomial-time reduction from total search problem
S to total search problem T is a pair f, g of polynomial-time computable functions such that, for
every input x of S, f(x) is an input of T , and furthermore for every y ∈ Tf(x), g(y) ∈ Sx.

TFNP is what in Complexity is sometimes called a “semantic” class [47], i.e., it has no generic
complete problem. Therefore, the complexity of total functions is typically explored via “syntactic”
subclasses of TFNP, such as PLS [32], PPP, PPA and PPAD [48]. In this paper we focus on PPAD.

PPAD can be defined in many ways. As mentioned in the introduction, it is, informally, the
set of all total functions whose totality is established by invoking the following simple lemma on a
graph whose vertex set is the solution space of the instance:

In any directed graph with one unbalanced node (node with outdegree different from its
indegree), there is another unbalanced node.

This general principle can be specialized, without loss of generality or computational power, to
the case in which every node has both indegree and outdegree at most one. In this case the lemma
becomes:

In any directed graph in which all vertices have indegree and outdegree at most one, if
there is a source (a node with indegree zero), then there must be a sink (a node with
outdegree zero).

Formally, we shall define PPAD as the class of all total search problems polynomial-time re-
ducible to the following problem:

end of the line: Given two circuits S and P , each with n input bits and n output bits, such
that P (0n) = 0n 6= S(0n), find an input x ∈ {0, 1}n such that P (S(x)) 6= x or S(P (x)) 6= x 6= 0n.

Intuitively, end of the line creates a directed graph GS,P with vertex set {0, 1}n and an edge
from x to y whenever both y = S(x) and x = P (y); S and P stand for “successor candidate” and
“predecessor candidate”. All vertices in GS,P have indegree and outdegree at most one, and there
is at least one source, namely 0n, so there must be a sink. We seek either a sink, or a source other
than 0n. Notice that in this problem a sink or a source other than 0n is sought; if we insist on a
sink, another complexity class called PPADS, apparently larger than PPAD, results.
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The other important classes PLS, PPP and PPA, and others, are defined in a similar fashion
based on other elementary properties of finite graphs. These classes are of no relevance to our
analysis so their definition will be skipped; the interested reader is referred to [48].

A search problem S in PPAD is called PPAD-complete if all problems in PPAD reduce to it.
Obviously, end of the line is PPAD-complete; furthermore, it was shown in [48] that several prob-
lems related to topological fixed points and their combinatorial underpinnings are PPAD-complete:
Brouwer, Sperner, Borsuk-Ulam, Tucker. Our main result in this paper (Theorem 12)
states that so are the problems 3-Nash and 3-graphical Nash.

3.2 Computing a Nash Equilibrium is in PPAD

We establish that computing an approximate Nash equilibrium in an r-player game is in PPAD.
The r = 2 case was shown in [48].

Theorem 1 r-Nash is in PPAD, for r ≥ 2.

Proof. We reduce r-Nash to end of the line. Note that Nash’s original proof [43] utilizes
Brouwer’s fixed point theorem — it is essentially a reduction from the problem of finding a Nash
equilibrium to that of finding a Brouwer fixed point of a continuous function; the latter problem can
be reduced, under certain continuity conditions, to end of the line, and is therefore in PPAD.
The, rather elaborate, proof below makes this simple intuition precise.

Let G be a normal form game with r players, 1, . . . , r, and strategy sets Sp = [n], for all p ∈ [r],
and let {up

s : p ∈ [r], s ∈ S} be the utilities of the players. Also let ǫ < 1. In time polynomial in
|G| + log(1/ǫ), we will specify two circuits S and P each with N = poly(|G|, log(1/ǫ)) input and
output bits and P (0N ) = 0N 6= S(0N ), so that, given any solution to end of the line on input S,
P , one can construct in polynomial time an ǫ-approximate Nash equilibrium of G. This is enough
for reducing r-Nash to end of the line by virtue of Lemma 1. Our construction of S, P builds
heavily upon the simplicial approximation algorithm of Laan and Talman [37] for computing fixed
points of continuous functions from the product space of unit simplices to itself.

Let ∆n = {x ∈ R
n
+|
∑n

k=1 xk = 1} be the (n − 1)-dimensional unit simplex. Then the space of
mixed strategy profiles of the game is ∆r

n := ×r
p=1∆n. For notational convenience we embed ∆r

n in

R
n·r and we represent elements of ∆r

n as vectors in R
n·r. That is, if (x1, x2, . . . , xr) ∈ ∆r

n is a mixed
strategy profile of the game, we identify this strategy profile with a vector x = (x1;x2; . . . ;xr) ∈ R

n·r

resulting from the concatenation of the mixed strategies. For p ∈ [r] and j ∈ [n] we denote by
x(p, j) the ((p − 1)n + j)-th coordinate of x, that is x(p, j) := x(p−1)n+j .

We are about to describe our reduction from finding an ǫ-approximate Nash equilibrium to end

of the line. The nodes of the end of the line graph will correspond to the simplices of a
triangulation of ∆r

n which we describe next.

Triangulation of the Product Space of Unit Simplices. For some d, to be specified later,
we describe the triangulation of ∆r

n induced by the regular grid of size d. For this purpose, let us
denote by ∆n(d) the set of points of ∆n induced by the grid of size d, i.e.

∆n(d) =



x ∈ R

n
+ x =

(y1

d
,
y2

d
, . . . ,

yn

d

)
, yj ∈ N0 and

∑

j

yj = d



 ,

and similarly define ∆r
n(d) = ×r

p=1∆n(d). Moreover, let us define the block diagonal matrix Q by

11



Q =




Q1 0 . . . 0 0
0 Q2 0 0
0
...

. . .
...

Qr−1 0
0 0 . . . 0 Qr




,

where, for all p ∈ [r], Qp is the n × n matrix defined by

Qp =




−1 0 . . . 0 1
1 −1 0 0
0 1
...

. . .
...

−1 0
0 0 . . . 1 −1




.

Let us denote by q(p, j) the ((p − 1)n + j)-th column of Q. It is clear that adding q(p, j)T/d to a
mixed strategy profile corresponds to shifting probability mass of 1/d from strategy j of player p
to strategy (j mod n) + 1 of player p.

For all p ∈ [r] and k ∈ [n], let us define a set of indices Ip,k as Ip,k := {(p, j)}j≤k. Also, let us
define a collection T of sets of indices as follows

T :=



T ⊆

⋃

p∈[r]

Ip,n ∀p ∈ [r],∃k ∈ [n − 1] : T ∩ Ip,n = Ip,k



 .

Suppose, now, that q0 is a mixed strategy profile in which every player plays strategy 1 with
probability 1, that is q0(p, 1) = 1, for all p ∈ [r], and for T ∈ T define the set

A(T ) :=



x ∈ ∆r

n

∣∣x = q0 +
∑

(p,j)∈T

a(p, j)q(p, j)T/d for non-negative real numbers a(p, j) ≥ 0



 .

Defining T ∗ := ∪p∈[r]Ip,n−1, it is not hard to verify that

A (T ∗) = ∆r
n.

Moreover, if, for T ∈ T , we define B(T ) := A(T ) \ ∪T ′∈T ,T ′⊂T A(T ′), the collection {B(T )}T∈T
partitions the set ∆r

n.
To define the triangulation of ∆r

n let us fix some set T ∈ T , some permutation π : [|T |] → T of
the elements of T , and some x0 ∈ A(T ) ∩ ∆r

n(d). Let us then denote by σ(x0, π) the |T |-simplex
which is the convex hull of the points x0, . . . , x|T | defined as follows

xt = xt−1 + q(π(t))T/d, for all t = 1, . . . , |T |.

The following lemmas, whose proof can be found in [37], describe the triangulation of ∆r
n. We

define A(T, d) := A(T )∩∆r
n(d), we denote by PT the set of all permutations π : [|T |] → T , and we

set
ΣT := {σ(x0, π) x0 ∈ A(T, d), π ∈ PT , σ(x0, π) ⊆ A(T )} .

12



Lemma 2 ([37]) For all T ∈ T , the collection of |T |-simplices ΣT triangulates A(T ).

Corollary 1 ([37]) ∆r
n is triangulated by the collection of simplices ΣT ∗.

The Vertices of the end of the line Graph. The vertices of the graph in our construction
will correspond to the elements of the set

Σ :=
⋃

T∈T
ΣT .

Let us encode the elements of Σ with strings {0, 1}N ; choosing N polynomial in |G|, the description
size of G, and log d is sufficient.

We proceed to define the edges of the end of the line graph in terms of a labeling of the
points of the set ∆r

n(d), which we describe next.

Labeling Rule. Recall the function f : ∆r
n → ∆r

n defined by Nash to establish the existence of an
equilibrium [43]. To describe f , let Up

j (x) :=
∑

s∈S−p
up

jsxs be the expected utility of player p, if p

plays pure strategy j ∈ [n] and the other players use the mixed strategies {xq
j}j∈[n], q 6= p; let also

Up(x) :=
∑

s∈S up
sxs be the expected utility of player p if every player q ∈ [r] uses mixed strategy

{xq
j}j∈[n]. Then, the function f is described as follows:

f(x1, x2, . . . , xr) = (y1, y2, . . . , yr),

where, for each p ∈ [r], j ∈ [n],

yp
j =

xp
j + max (0, Up

j (x) − Up(x))

1 +
∑

k∈[n] max (0, Up
k (x) − Up(x))

.

It is not hard to see that f is continuous, and that f(x) can be computed in time polynomial in
the binary encoding size of x and G. Moreover, it can be verified that any point x ∈ ∆r

n such that
f(x) = x is a Nash equilibrium [43]. The following lemma establishes that f is λ-Lipschitz for
λ := [1 + 2Umaxrn(n + 1)], where Umax is the maximum entry in the payoff tables of the game.

Lemma 3 For all x, x′ ∈ ∆r
n ⊆ R

n·r such that ||x − x′||∞ ≤ δ,

||f(x) − f(x′)||∞ ≤ [1 + 2Umaxrn(n + 1)]δ.

Proof. We use the following bound shown in Section 4.6, Lemma 14.

Lemma 4 For any game G, for all p ≤ r, j ∈ Sp,

∣∣∣∣∣∣

∑

s∈S−p

up
jsxs −

∑

s∈S−p

up
jsx

′
s

∣∣∣∣∣∣
≤ max

s∈S−p

{up
js}
∑

q 6=p

∑

i∈Sq

|xq
i − x′q

i |.

It follows that for all p ∈ [r], j ∈ [n],

|Up
j (x) − Up

j (x′)| ≤ Umaxrnδ

and |Up(x) − Up(x′)| ≤ Umaxrnδ.
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Denoting Bp
j (x) := max (0, Up

j (x) − Up(x)), for all p ∈ [r], j ∈ [n], the above bounds imply that

|Bp
j (x) − Bp

j (x′)| ≤ 2Umaxrnδ,
∣∣∣∣∣∣

∑

k∈[n]

Bp
k(x) −

∑

k∈[n]

Bp
k(x′)

∣∣∣∣∣∣
≤ 2Umaxrnδ · n.

Combining the above bounds we get that, for all p ∈ [r], j ∈ [n],

|yp
j (x) − yp

j (x
′)| ≤ |xp

j − x′p
j | + |Bp

j (x) − Bp
j (x′)| +

∣∣∣∣∣∣

∑

k∈[n]

Bp
k(x) −

∑

k∈[n]

Bp
k(x′)

∣∣∣∣∣∣
≤ δ + 2Umaxrnδ + 2Umaxrnδ · n
≤ [1 + 2Umaxrn(n + 1)]δ,

where we made use of the following lemma:

Lemma 5 For any x, x′, y, y′, z, z′ ≥ 0 such that x+y
1+z ≤ 1,

∣∣∣∣
x + y

1 + z
− x′ + y′

1 + z′

∣∣∣∣ ≤ |x − x′| + |y − y′| + |z − z′|.

Proof.

∣∣∣∣
x + y

1 + z
− x′ + y′

1 + z′

∣∣∣∣ =

∣∣∣∣
(x + y)(1 + z′) − (x′ + y′)(1 + z)

(1 + z)(1 + z′)

∣∣∣∣

=

∣∣∣∣
(x + y)(1 + z′) − (x + y)(1 + z) − ((x′ − x) + (y′ − y))(1 + z)

(1 + z)(1 + z′)

∣∣∣∣

≤
∣∣∣∣
(x + y)(1 + z′) − (x + y)(1 + z)

(1 + z)(1 + z′)

∣∣∣∣+
∣∣∣∣
((x′ − x) + (y′ − y))(1 + z)

(1 + z)(1 + z′)

∣∣∣∣

≤
∣∣∣∣
(x + y)(z′ − z)

(1 + z)(1 + z′)

∣∣∣∣+ |x′ − x| + |y′ − y|

≤ x + y

1 + z
|z′ − z| + |x′ − x| + |y′ − y| ≤ |z′ − z| + |x′ − x| + |y′ − y|.

We describe a labeling of the points of the set ∆r
n(d) in terms of the function f . The labels

that we are going to use are the elements of the set L := ∪p∈[r]Ip,n. In particular,

We assign to a point x ∈ ∆r
n the label (p, j) iff (p, j) is the lexicographically least index such

that xp
j > 0 and f(x)pj − xp

j ≤ f(x)qk − xq
k, for all q ∈ [r], k ∈ [n].

This labeling rule satisfies the following properties:

• Completeness: Every point x is assigned a label; hence, we can define a labeling function
ℓ : ∆r

n → L.

• Properness: xp
j = 0 implies ℓ(x) 6= (p, j).
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• Efficiency: ℓ(x) is computable in time polynomial in the binary encoding size of x and G.

A simplex σ ∈ Σ is called completely labeled if all its vertices have different labels; a simplex
σ ∈ Σ is called p-stopping if it is completely labeled and, moreover, for all j ∈ [n], there exists a
vertex of σ with label (p, j). Our labeling satisfies the following important property.

Theorem 2 ([37]) Suppose a simplex σ ∈ Σ is p-stopping for some p ∈ [r]. Then all points
x ∈ σ ⊆ R

n·r satisfy

||f(x) − x||∞ ≤ 1

d
(λ + 1)n(n − 1).

Proof. It is not hard to verify that, for any simplex σ ∈ Σ and for all pairs of points x, x′ ∈ σ,

||x − x′||∞ ≤ 1

d
.

Suppose now that a simplex σ ∈ Σ is p-stopping, for some p ∈ [r], and that, for all j ∈ [n], z(j) is
the vertex of σ with label (p, j). Since, for any x,

∑
i∈[n] x

p
i = 1 =

∑
i∈[n] f(x)pi , it follows from the

labeling rule that
f(z(j))pj − z(j)pj ≤ 0,∀j ∈ [n].

Hence, for all x ∈ σ, j ∈ [n],

f(x)pj − xp
j ≤ f(z(j))pj − z(j)pj + (λ + 1)

1

d
≤ (λ + 1)

1

d
,

where we used the fact that the diameter of σ is 1
d (in the infinity norm) and the function f is

λ-Lipschitz. Hence, in the opposite direction, for all x ∈ σ, j ∈ [n], we have

f(x)pj − xp
j = −

∑

i∈[n]\{j}
(f(x)pi − xp

i ) ≥ −(n − 1)(λ + 1)
1

d
.

Now, by the definition of the labeling rule, we have, for all x ∈ σ, q ∈ [r], j ∈ [n],

f(x)qj − xq
j ≥ f(z(1))qj − z(1)qj − (λ + 1)

1

d

≥ f(z(1))p1 − z(1)p1 − (λ + 1)
1

d

≥ −(n − 1)(λ + 1)
1

d
− (λ + 1)

1

d
= −n(λ + 1)

1

d
,

whereas

f(x)qj − xq
j = −

∑

i∈[n]\{j}
(f(x)qi − xq

i )

≤ (n − 1)n(λ + 1)
1

d
.

Combining the above, it follows that, for all x ∈ σ,

||f(x) − x||∞ ≤ 1

d
(λ + 1)n(n − 1).
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The Approximation Guarantee. By virtue of Theorem 2, if we choose

d :=
1

ǫ′
[2 + 2Umaxrn(n + 1)]n(n − 1),

then a p-stopping simplex σ ∈ Σ, for any p ∈ [r], satisfies that, for all x ∈ σ,

||f(x) − x||∞ ≤ ǫ′,

which by Lemma 6 below implies that x is a n
√

ǫ′(1 + nUmax)
(
1 +

√
ǫ′(1 + nUmax)

)
max{Umax, 1}-

approximate Nash equilibrium. Choosing

ǫ′ :=
1

1 + nUmax

(
ǫ

2n max{Umax, 1}

)2

,

implies that x is an ǫ-approximate Nash equilibrium.

Lemma 6 If a vector x = (x1;x2; . . . ;xr) ∈ R
n·r satisfies

||f(x) − x||∞ ≤ ǫ′,

then x is a n
√

ǫ′(1 + nUmax)
(
1 +

√
ǫ′(1 + nUmax)

)
max{Umax, 1}-approximate Nash equilibrium.

Proof. Let us fix some player p ∈ [r], and assume, without loss of generality, that

Up
1 (x) ≥ Up

2 (x) ≥ . . . ≥ Up
k (x) ≥ Up(x) ≥ Up

k+1(x) ≥ . . . ≥ Up
n(x).

For all j ∈ [n], observe that |f(x)pj − xp
j | ≤ ǫ′ implies

xp
j

∑

i∈[n]

Bp
i (x) ≤ Bp

j (x) + ǫ′


1 +

∑

i∈[n]

Bp
i (x)


 .

Setting ǫ′′ := ǫ′(1 + nUmax), the above inequality implies

xp
j

∑

i∈[n]

Bp
i (x) ≤ Bp

j (x) + ǫ′′. (3)

Let us define t := xp
k+1 + xp

k+2 + . . . + xp
n, and let us distinguish the following cases

• If t ≥
√

ǫ′′

Umax
, then summing Equation (3) for j = k + 1, . . . , n implies

t
∑

i∈[n]

Bp
i (x) ≤ (n − k)ǫ′′,

which gives

Bp
1 ≤

∑

i∈[n]

Bp
i (x) ≤ n

√
ǫ′′Umax. (4)
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• If t ≤
√

ǫ′′

Umax
, then multiplying Equation (3) by xp

j and summing over j = 1, . . . , n gives

∑

j∈[n]

(xp
j )

2
∑

i∈[n]

Bp
i (x) ≤

∑

j∈[n]

xp
jB

p
j (x) + ǫ′′. (5)

Now observe that for any setting of the probabilities xp
j , j ∈ [n], it holds that

∑

j∈[n]

(xp
j )

2 ≥ 1

n
. (6)

Moreover, observe that, since Up(x) =
∑

j∈[n] x
p
jU

p
j (x), it follows that

∑

j∈[n]

xp
j (U

p
j (x) − Up(x)) = 0,

which implies that ∑

j∈[n]

xp
jB

p
j (x) +

∑

j≥k+1

xp
j(U

p
j (x) − Up(x)) = 0.

Plugging this into (5) implies

∑

j∈[n]

(xp
j )

2
∑

i∈[n]

Bp
i (x) ≤

∑

j≥k+1

xp
j (U

p(x) − Up
j (x)) + ǫ′′.

Further, using (6) gives

1

n

∑

i∈[n]

Bp
i (x) ≤

∑

j≥k+1

xp
j(U

p(x) − Up
j (x)) + ǫ′′,

which implies ∑

i∈[n]

Bp
i (x) ≤ n(tUmax + ǫ′′).

The last inequality then implies

Bp
1(x) ≤ n(

√
ǫ′′ + ǫ′′). (7)

Combining (4) and (7), we have the following uniform bound

Bp
1(x) ≤ n(

√
ǫ′′ + ǫ′′)max{Umax, 1} =: ǫ′′′. (8)

Since Bp
1(x) = Up

1 (x) − U(x), it follows that player p cannot improve her payoff by more that
ǫ′′′ by changing her strategy. This is true for every player, hence x is a ǫ′′′-approximate Nash
equilibrium.

The Edges of the end of the line Graph. Laan and Talman [37] describe a pivoting algorithm
which operates on the set Σ, by specifying the following:

• a simplex σ0 ∈ Σ, which is the starting simplex; σ0 contains the point q0 and is uniquely
determined by the labeling rule;
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• a partial one-to-one function h : Σ → Σ, mapping a simplex to a neighboring simplex, which
defines a pivoting rule; h has the following properties 1:

– σ0 has no pre-image;

– any simplex σ ∈ Σ that has no image is a p-stopping simplex for some p; and, any
simplex σ ∈ Σ \ {σ0} that has no pre-image is a p-stopping simplex for some p;

– both h(σ) and h−1(σ) are computable in time polynomial in the binary encoding size of
σ, that is N , and G —given that the labeling function ℓ is efficiently computable;

The algorithm of Laan and Talman starts off with the simplex σ0 and employs the pivoting rule h
until a simplex σ with no image is encountered. By the properties of h, σ must be p-stopping for
some p ∈ [r] and, by the discussion above, any point x ∈ σ is an ǫ-approximate Nash equilibrium.

In our construction, the edges of the end of the line graph are defined in terms of the function
h: if h(σ) = σ′, then there is a directed edge from σ to σ′. Moreover, the string 0N is identified with
the simplex σ0. Any solution to the end of the line problem thus defined corresponds by the
above discussion to a simplex σ such that any point x ∈ σ is an ǫ-approximate Nash equilibrium
of G. This concludes the construction.

3.3 The Brouwer Problem

In the proof of our main result we use a problem we call Brouwer, which is a discrete and
simplified version of the search problem associated with Brouwer’s fixed point theorem. We are
given a continuous function φ from the 3-dimensional unit cube to itself, defined in terms of its
values at the centers of 23n cubelets with side 2−n, for some n ≥ 0 2. At the center cijk of the
cubelet Kijk defined as

Kijk = {(x, y, z) : i · 2−n ≤ x ≤ (i + 1) · 2−n,

j · 2−n ≤ y ≤ (j + 1) · 2−n,

k · 2−n ≤ z ≤ (k + 1) · 2−n},

where i, j, k are integers in {0, 1, . . . , 2n − 1}, the value of φ is φ(cijk) = cijk + δijk, where δijk is
one of the following four vectors (also referred to as colors):

• δ1 = (α, 0, 0)

• δ2 = (0, α, 0)

• δ3 = (0, 0, α)

• δ0 = (−α,−α,−α)

Here α > 0 is much smaller than the cubelet side, say 2−2n.
Thus, to compute φ at the center of the cubelet Kijk we only need to know which of the four

displacements to add. This is computed by a circuit C (which is the only input to the problem)
with 3n input bits and 2 output bits; C(i, j, k) is the index r such that, if c is the center of
cubelet Kijk, φ(c) = c + δr. C is such that C(0, j, k) = 1, C(i, 0, k) = 2, C(i, j, 0) = 3, and

1More precisely, the pivoting rule h of Laan and Talman is defined on a subset Σ′ of Σ. For our purposes, let us
extend their pivoting rule h to the set Σ by setting h(σ) = σ for all σ ∈ Σ \ Σ′.

2The value of the function near the boundaries of the cubelets could be determined by interpolation —there are
many simple ways to do this, and the precise method is of no importance to our discussion.
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C(2n − 1, j, k) = C(i, 2n − 1, k) = C(i, j, 2n − 1) = 0 (with conflicts resolved arbitrarily), so that
the function φ maps the boundary to the interior of the cube. A vertex of a cubelet is called
panchromatic if among the cubelets adjacent to it there are four that have all four displacements
δ0, δ1, δ2, δ3. Sperner’s Lemma guarantees that, for any circuit C satisfying the above properties, a
panchromatic vertex exists, see, e.g., [48]. An alternative proof of this fact follows as a consequence
of Theorem 3 below.

Brouwer is thus the following total problem: Given a circuit C as described above, find a
panchromatic vertex. The relationship with Brouwer fixed points is that fixed points of φ only ever
occur in the vicinity of a panchromatic vertex. We next show:

Theorem 3 Brouwer is PPAD-complete.

Proof. That Brouwer is in PPAD follows from the main result of this paper (Theorem 12), which
is a reduction from Brouwer to r-Nash, which has been shown to be in PPAD in Theorem 1.

To show hardness, we shall reduce end of the line to Brouwer. Given circuits S and P with
n inputs and outputs, as prescribed in that problem, we shall construct an “equivalent” instance of
Brouwer, that is, another circuit C with 3m = 3(n+4) inputs and two outputs that computes the
color of each cubelet of side 2−m, that is to say, the index i such that δi is the correct displacement
of the Brouwer function at the center of the cubelet encoded into the 3m bits of the input. We
shall first describe the Brouwer function φ explicitly, and then argue that it can be computed by a
circuit.

Our description of φ proceeds as follows: We shall first describe a 1-dimensional subset L of the
3-dimensional unit cube, intuitively an embedding of the path-like directed graph GS,P implicitly
given by S and P . Then we shall describe the 4-coloring of the 23m cubelets based on the description
of L. Finally, we shall argue that colors are easy to compute locally, and that panchromatic vertices
correspond to endpoints other than the standard source 0n of GS,P .

We assume that the graph GS,P is such that for each edge (u, v), one of the vertices is even
(ends in 0) and the other is odd; this is easy to guarantee by duplicating the vertices of GS,P .

L will be orthonormal, that is, each of its segments will be parallel to one of the axes; all
coordinates of endpoints of segments are integer multiples of 2−m, a factor that we omit in the
discussion below. Let u ∈ {0, 1}n be a vertex of GS,P . By 〈u〉 we denote the integer between 0
and 2n − 1 whose binary representation is u. Associated with u there are two line segments of
length 4 of L. The first, called the principal segment of u, has endpoints u1 = (8〈u〉 + 2, 3, 3) and
u′

1 = (8〈u〉 + 6, 3, 3). The other auxiliary segment has endpoints u2 = (3, 8〈u〉 + 6, 2m − 3) and
u′

2 = (3, 8〈u〉 + 10, 2m − 3). Informally, these segments form two dashed lines (each segment being
a dash) that run along two edges of the cube and slightly in its interior (see Figure 1).

Now, for every vertex u of GS,P , we connect u′
1 to u2 by a line with three straight segments, with

joints u3 = (8〈u〉 + 6, 8〈u〉 + 6, 3) and u4 = (8〈u〉 + 6, 8〈u〉 + 6, 2m − 3). Finally, if there is an edge
(u, v) in GS,P , we connect u′

2 to v1 by a jointed line with breakpoints u5 = (8〈v〉+2, 8〈u〉+10, 2m−3)
and u6 = (8〈v〉+2, 8〈u〉+10, 3). This completes the description of the line L if we do the following
perturbation: exceptionally, the principal segment of u = 0n has endpoints 01 = (2, 2, 2) and
0′1 = (6, 2, 2) and the corresponding joint is 03 = (6, 6, 2).

It is easy to see that L traverses the interior of the cube without ever “nearly crossing itself”;
that is, two points p, p′ of L are closer than 3 ·2−m in Euclidean distance only if they are connected
by a part of L that has length 8 · 2−m or less. (This is important in order for the coloring described
below of the cubelets surrounding L to be well-defined.) To check this, just notice that segments of
different types (e.g., [u3, u4] and [u′

2, u5]) come closer than 3 · 2−m only if they share an endpoint;
segments of the same type on the z = 3 or the z = 2m − 3 plane are parallel and at least 4 apart;
and segments parallel to the z axis differ by at least 4 in either their x or y coordinates.
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Figure 1: The orthonormal path connecting vertices (u,v); the arrows indicate the orientation of
colors surrounding the path.

We now describe the coloring of the 23m cubelets by four colors corresponding to the four
displacements. Consistent with the requirements for a Brouwer circuit, we color any cubelet Kijk

where any one of i, j, k is 2m − 1, with 0. Given that, any other cubelet with i = 0 gets color 1;
with this fixed, any other cubelet with j = 0 gets color 2, while the remaining cubelets with k = 0
get color 3. Having colored the boundaries, we now have to color the interior cubelets. An interior
cubelet is always colored 0 unless one of its vertices is a point of the interior of line L, in which
case it is colored by one of the three other colors in a manner to be explained shortly. Intuitively,
at each point of the line L, starting from (2, 2, 2) (the beginning of the principle segment of the
string u = 0n) the line L is “protected” from color 0 from all 4 sides. As a result, the only place
where the four colors can meet is vertex u′

2 or u1, u 6= 0n, where u is an end of the line. . .
In particular, near the beginning of L at (2, 2, 2) the 27 cubelets Kijk with i, j, k ≤ 2 are colored

as shown in Figure 2. From then on, for any length-1 segment of L of the form [(x, y, z), (x′, y′, z′)]
consider the four cubelets containing this segment. Two of these cubelets are colored 3, and the
other two are colored 1 and 2, in this order clockwise (from the point of view of an observer at
(x, y, z)). The remaining cubelets touching L are the ones at the joints where L turns. Each of
these cubelets, a total of two per turn, takes the color of the two other cubelets adjacent to L with
which it shares a face.

Now it only remains to describe, for each line segment [a, b] of L, the direction d in which the
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Figure 2: The 27 cubelets around the beginning of line L.

two cubelets that are colored 3 lie. The rules are these (in Figure 1 the directions d are shown as
arrows):

• If [a, b] = [u1, u
′
1] then d = (0, 0,−1) if u is even and d = (0, 0, 1) if u is odd.

• If [a, b] = [u′
1, u3] then d = (0, 0,−1) if u is even and d = (0, 0, 1) if u is odd.

• If [a, b] = [u3, u4] then d = (0, 1, 0) if u is even and d = (0,−1, 0) if u is odd.

• If [a, b] = [u4, u2] then d = (0, 1, 0) if u is even and d = (0,−1, 0) if u is odd.

• If [a, b] = [u2, u
′
2] then d = (1, 0, 0) if u is even and d = (−1, 0, 0) if u is odd.

• If [a, b] = [u′
2, u5] then d = (0,−1, 0) if u is even and d = (0, 1, 0) if u is odd.

• If [a, b] = [u5, u6] then d = (0,−1, 0) if u is even and d = (0, 1, 0) if u is odd.

• If [a, b] = [u6, v1] then d = (0, 0, 1) if u is even and d = (0, 0,−1) if u is odd.

This completes the description of the construction. Notice that, for this to work, we need
our assumption that edges in GS,P go between odd and even vertices. Regarding the alternating
orientation of colored cubelets around L, note that we could not simply introduce “twists” to make
them always point in (say) direction d = (0, 0,−1) for all [u1, u

′
1]. That would create a panchromatic

vertex at the location of a twist.
The result now follows from the following two claims:

21



1. A point in the cube is panchromatic in the described coloring if and only if it is

(a) an endpoint u′
2 of a sink vertex u of GS,P , or

(b) an endpoint u1 of a source vertex u 6= 0n of GS,P

2. A circuit C can be constructed in time polynomial in |S| + |P |, which computes, for each
triple of binary integers i, j, k < 2m, the color of cubelet Kijk.

Regarding the first claim, the endpoint u′
2 of a sink vertex u, or the endpoint u1 of a source

vertex u other than 0n, will be a point where L meets color 0, hence a panchromatic vertex. There
is no alternative way that L can meet color 0 and no other way a panchromatic vertex can occur.

Regarding the second claim, circuit C is doing the following. C(0, j, k) = 1, for j, k < 2m − 1,
C(i, 0, k) = 2 for i > 0, i, k < 2m − 1, C(i, j, 0) = 3 for i, j > 0, i, j < 2m − 1. Then by default,
C(i, j, k) = 0. However the following tests yield alternative values for C(i, j, k), for cubelets adjacent
to L. LSB(x) denotes the least significant bit of x, equal to 1 if x is odd, 0 if x is even, and undefined
if x is not an integer. For example, a [u′

1, u3], u 6= 0n segment is given by (letting x = 〈u〉):

1. If k = 2 and i = 8x + 5 and LSB(x) = 1 and j ∈ {3, . . . , 8x + 6} then C(i, j, k) = 2.

2. If k = 2 and i = 8x + 6 and LSB(x) = 1 and j ∈ {2, . . . , 8x + 6} then C(i, j, k) = 1.

3. If k = 3 and (i = 8x + 5 or i = 8x + 6) and LSB(x) = 1 and j ∈ {2, . . . , 8x + 5} then
C(i, j, k) = 3.

4. If k = 2 and (i = 8x + 5 or i = 8x + 6) and LSB(x) = 0 and j ∈ {2, . . . , 8x + 6} then
C(i, j, k) = 3.

5. If k = 3 and i = 8x + 5 and LSB(x) = 0 and j ∈ {3, . . . , 8x + 5} then C(i, j, k) = 1.

6. If k = 3 and i = 8x + 6 and LSB(x) = 0 and j ∈ {2, . . . , 8x + 5} then C(i, j, k) = 2.

A [u′
2, u5] segment uses the circuits P and S, and, in the case LSB(x) = 1, x = 〈u〉, is given by:

1. If (k = 2m − 3 or k = 2m − 4) and j = 8x + 10 and S(x) = x′ and P (x′) = x and
i ∈ {2, . . . , 8x′ + 2} then C(i, j, k) = 3.

2. If k = 2m − 3 and and j = 8x + 9 and S(x) = x′ and P (x′) = x and i ∈ {3, . . . , 8x′ + 2} then
C(i, j, k) = 1.

3. If k = 2m − 4 and j = 8x + 9 and S(x) = x′ and P (x′) = x and i ∈ {3, . . . , 8x′ + 1} then
C(i, j, k) = 2.

The other segments are done in a similar way, and so the second claim follows. This completes the
proof of hardness.
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4 Reductions Among Equilibrium Problems

In the next section we show that r-Nash is PPAD-hard by reducing Brouwer to it. Rather than
r-Nash, it will be more convenient to first reduce Brouwer to d-graphical Nash, the problem
of computing a Nash equilibrium in graphical games of degree d. Therefore, we need to show that
the latter reduces to r-Nash. This will be the purpose of the current section; in fact, we will
establish something stronger, namely that

Theorem 4 For every fixed d, r ≥ 3,

• Every r-player normal form game and every graphical game of degree d can be mapped in
polynomial time to (a) a 3-player normal form game and (b) a graphical game with degree 3
and 2 strategies per player, such that there is a polynomial-time computable surjective mapping
from the set of Nash equilibria of the latter to the set of Nash equilibria of the former.

• There are polynomial-time reductions from r-Nash and d-graphical Nash to both 3-Nash

and 3-graphical Nash.

Note that the first part of the theorem establishes mappings of exact equilibrium points between
different games, whereas the second asserts that computing approximate equilibrium points in
all these games is polynomial-time equivalent. The proof, which is quite involved, is presented
in the following subsections. In Subsection 4.1, we present some useful ideas that enable the
reductions described in Theorem 4, as well as prepare the necessary machinery for the reduction
from Brouwer to d-graphical Nash in Section 5. Subsections 4.2 through 4.6 provide the proof
of the theorem. In Subsection 4.7, we establish a polynomial-time reduction from the problem
of computing an approximately well supported Nash equilibrium to the problem of computing an
approximate Nash equilibrium. A mapping from r-player games to 3-player games was already
known by Bubelis [5].

4.1 Preliminaries: Game Gadgets

We describe the building blocks of our constructions. As we have observed earlier, if a player v
has two pure strategies, say 0 and 1, then every mixed strategy of that player corresponds to a
real number p[v] ∈ [0, 1] which is precisely the probability that the player plays strategy 1. Iden-
tifying players with these numbers, we are interested in constructing games that perform simple
arithmetical operations on mixed strategies; for example, we are interested in constructing a game
with two “input” players v1 and v2 and another “output” player v3 so that in any Nash equilibrium
the latter plays the sum of the former, i.e., p[v3] = min{p[v1] + p[v2], 1}. Such constructions are
considered below.

Notation: We use x = y ± ǫ to denote y − ǫ ≤ x ≤ y + ǫ.

Proposition 1 Let α be a non-negative real number. Let v1, v2, w be players in a graphical game
GG with two strategies per player, and suppose that the payoffs to v2 and w are as follows.

Payoffs to v2 :

w plays 0 w plays 1

v2 plays 0 0 1
v2 plays 1 1 0
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Payoffs to w:

w plays 0

v2 plays 0 v2 plays 1

v1 plays 0 0 0
v1 plays 1 α α

w plays 1

v2 plays 0 v2 plays 1

v1 plays 0 0 1
v1 plays 1 0 1

Then, for ǫ < 1, in every ǫ-Nash equilibrium of game GG, p[v2] = min(αp[v1], 1)± ǫ. In particular,
in every Nash equilibrium of game GG, p[v2] = min(αp[v1], 1).

Proof. If w plays 1, then the expected payoff to w is p[v2], and, if w plays 0, the expected payoff
to w is αp[v1]. Therefore, in an ǫ-Nash equilibrium of GG, if p[v2] > αp[v1] + ǫ then p[w] = 1.
However, note also that if p[w] = 1 then p[v2] = 0. (Payoffs to v2 make it prefer to disagree with w.)
Consequently, p[v2] cannot be larger than αp[v1]+ ǫ, so it cannot be larger than min(αp[v1], 1)+ ǫ.
Similarly, if p[v2] < min(αp[v1], 1)− ǫ, then p[v2] < αp[v1]− ǫ, so p[w] = 0, which implies —again
since v2 has the biggest payoff by disagreeing with w— that p[v2] = 1 ≥ 1 − ǫ, a contradiction to
p[v2] < min(αp[v1], 1) − ǫ. Hence p[v2] cannot be less than min(αp[v1], 1) − ǫ.

We will denote by G×α the (directed) graphical game shown in Figure 3, where the payoffs
to players v2 and w are specified as in Proposition 1 and the payoff of player v1 is completely
unconstrained: v1 could have any dependence on other players of a larger graphical game GG that
contains G×α or even depend on the strategies of v2 and w; as long as the payoffs of v2 and w are
specified as above the conclusion of the proposition will be true. Note in particular that using the
above construction with α = 1, v2 becomes a “copy” of v1; we denote the corresponding graphical
game by G=. These graphical games will be used as building blocks in our constructions; the way
to incorporate them into some larger graphical game is to make player v1 depend (incoming edges)
on other players of the game and make v2 affect (outgoing edges) other players of the game. For
example, we can make a sequence of copies of any vertex, which form a path in the graph. The
copies then will alternate with distinct w vertices.

Proposition 2 Let α, β, γ be non-negative real numbers. Let v1, v2, v3, w be players in a graphical
game GG with two strategies per player, and suppose that the payoffs to v3 and w are as follows.

Payoffs to v3 :

w plays 0 w plays 1

v3 plays 0 0 1
v3 plays 1 1 0
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Payoffs to w:

w plays 0

v2 plays 0 v2 plays 1

v1 plays 0 0 β
v1 plays 1 α α + β + γ

w plays 1 v3 plays 0 0
v3 plays 1 1

Then, for ǫ < 1, in any ǫ-Nash equilibrium of GG, p[v3] = min(αp[v1]+βp[v2]+γp[v1]p[v2], 1)± ǫ.
In particular, in every Nash equilibrium of GG, p[v3] = min(αp[v1] + βp[v2] + γp[v1]p[v2], 1).

Proof. If w plays 1, then the expected payoff to w is p[v3], and if w plays 0 then the expected
payoff to w is αp[v1] + βp[v2] + γp[v1]p[v2]. Therefore, in an ǫ-Nash equilibrium of GG, if p[v3] >
αp[v1]+βp[v2]+γp[v1]p[v2]+ǫ then p[w] = 1. However, note from the payoffs to v3 that if p[w] = 1
then p[v3] = 0. Consequently, p[v3] cannot be strictly larger than αp[v1]+βp[v2]+γp[v1]p[v2]+ ǫ.
Similarly, if p[v3] < min(αp[v1] + βp[v2] + γp[v1]p[v2], 1) − ǫ, then p[v3] < αp[v1] + βp[v2] +
γp[v1]p[v2] − ǫ and, due to the payoffs to w, p[w] = 0. This in turn implies —since v3 has
the biggest payoff by disagreeing with w— that p[v3] = 1 ≥ 1 − ǫ, a contradiction to p[v3] <
min(αp[v1] + βp[v2] + γp[v1]p[v2], 1) − ǫ. Hence p[v3] cannot be less than min(αp[v1] + βp[v2] +
γp[v1]p[v2], 1) − ǫ.

Remark 1 It is not hard to verify that, if v1, v2, v3, w are players of a graphical game GG and
the payoffs to v3, w are specified as in Proposition 2 with α = 1, β = −1 and γ = 0, then, in every
ǫ-Nash equilibrium of the game GG, p[v3] = max(0,p[v1] − p[v2]) ± ǫ; in particular, in every Nash
equilibrium, p[v3] = max(0,p[v1] − p[v2]).

Let us denote by G+ and G∗ the (directed) graphical game shown in Figure 5, where the payoffs to
players v3 and w are specified as in Proposition 2 taking (α, β, γ) equal to (1, 1, 0) (addition) and
(0, 0, 1) (multiplication) respectively. Also, let G− be the game when the payoffs of v3 and w are
specified as in Remark 1.

Proposition 3 Let v1, v2, v3, v4, v5, v6, w1, w2, w3, w4 be vertices in a graphical game GG with
two strategies per player, and suppose that the payoffs to vertices other than v1 and v2 are as follows.

Payoffs to w1:

w1 plays 0

v2 plays 0 v2 plays 1

v1 plays 0 0 0
v1 plays 1 1 1

w1 plays 1

v2 plays 0 v2 plays 1

v1 plays 0 0 1
v1 plays 1 0 1

Payoffs to v5 :

w1 plays 0 w1 plays 1

v5 plays 0 1 0
v5 plays 1 0 1

Payoffs to w2 and v3 are chosen using Proposition 2 to ensure p[v3] = p[v1](1 − p[v5])± ǫ 3,
in every ǫ-Nash equilibrium of game GG.

3We can use Proposition 2 to multiply by (1−p[v5]) in a similar way to multiplication by p[v5]; the payoffs to w2

have v5’s strategies reversed.
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Payoffs to w3 and v4 are chosen using Proposition 2 to ensure p[v4] = p[v2]p[v5]± ǫ, in every
ǫ-Nash equilibrium of game GG.

Payoffs to w4 and v6 are chosen using Proposition 2 to ensure p[v6] = min(1,p[v3]+p[v4])±ǫ,
in every ǫ-Nash equilibrium of game GG.

Then, for ǫ < 1, in every ǫ-Nash equilibrium of game GG, p[v6] = max(p[v1],p[v2]) ± 4ǫ. In
particular, in every Nash equilibrium, p[v6] = max(p[v1],p[v2]).

The graph of the game looks as in Figure 6. It is actually possible to “merge” w1 and v5, but we
prefer to keep the game as is in order to maintain the bipartite structure of the graph in which
one side of the partition contains all the vertices corresponding to arithmetic expressions (the vi

vertices) and the other side all the intermediate wi vertices.

Proof. If, in an ǫ-Nash equilibrium, we have p[v1] < p[v2]−ǫ, then it follows from w1’s payoffs that
p[w1] = 1. It then follows that p[v5] = 1 since v5’s payoffs induce it to imitate w1. Hence, p[v3] = ±ǫ
and p[v4] = p[v2]± ǫ, and, consequently, p[v3] +p[v4] = p[v2]± 2ǫ. This implies p[v6] = p[v2]± 3ǫ,
as required. A similar argument shows that, if p[v1] > p[v2] + ǫ, then p[v6] = p[v1] ± 3ǫ.

If |p[v1]−p[v2]| ≤ ǫ, then p[w1] and, consequently, p[v5] may take any value. Assuming, without
loss of generality that p[v1] ≥ p[v2], we have

p[v3] = p[v1](1 − p[v5]) ± ǫ
p[v4] = p[v2]p[v5] ± ǫ = p[v1]p[v5] ± 2ǫ,

which implies
p[v3] + p[v4] = p[v1] ± 3ǫ,

and, therefore,
p[v6] = p[v1] ± 4ǫ, as required.

We conclude the section with the simple construction of a graphical game Gα, depicted in Figure
4, which performs the assignment of some fixed value α ≥ 0 to a player. The proof is similar in
spirit to our proof of Propositions 1 and 2 and will be skipped.

Proposition 4 Let α be a non-negative real number. Let w, v1 be players in a graphical game GG
with two strategies per player and let the payoffs to w, v1 be specified as follows.

Payoffs to v1 :

w plays 0 w plays 1

v1 plays 0 0 1
v1 plays 1 1 0
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Payoffs to w :

v1 plays 0 v1 plays 1

w plays 0 α α
w plays 1 0 1

Then, for ǫ < 1, in every ǫ-Nash equilibrium of game GG, p[v1] = min(α, 1) ± ǫ. In particular, in
every Nash equilibrium of GG, p[v1] = min(α, 1).

Before concluding the section we give a useful definition.

Definition 2 Let v1, v2, . . . , vk, v be players of a graphical game Gf such that, in every Nash equilib-
rium, it holds that p[v] = f(p[v1], . . . ,p[vk]), where f is some function with k arguments and range
[0, 1]. We say that the game Gf has error amplification at most c if, in every ǫ-Nash equilibrium,
it holds that p[v] = f(p[v1], . . . ,p[vk]) ± cǫ.

In particular, the games G=, G+, G−, G∗, Gα described above have error amplifications at most 1,
whereas the game Gmax has error amplification at most 4.

4.2 Reducing Graphical Games to Normal Form Games

We establish a mapping from graphical games to normal form games as specified by the following
theorem.

Theorem 5 For every d > 1, a graphical game (directed or undirected) GG of maximum degree
d can be mapped in polynomial time to a (d2 + 1)-player normal form game G so that there is a
polynomial-time computable surjective mapping g from the Nash equilibria of the latter to the Nash
equilibria of the former.

Proof. Overview:
Figure 7 shows the construction of G = f(GG). We will explain the construction in detail as

well as show that it can be computed in polynomial time. We will also establish that there is a
surjective mapping from the Nash equilibria of G to the Nash equilibria of GG. In the following
discussion we will refer to the players of the graphical game as “vertices” to distinguish them from
the players of the normal form game.

We first rescale all payoffs so that they are nonnegative and at most 1 (Step 1); it is easy to
see that the set of Nash equilibria is preserved under this transformation. Also, without loss of
generality, we assume that all vertices v ∈ V have the same number of strategies, |Sv| = t. We color
the vertices of G, where G = (V,E) is the affects graph of GG, so that any two adjacent vertices
have different colors, but also any two vertices with a common successor have different colors (Step
3). Since this type of coloring will be important for our discussion we will define it formally.

Definition 3 Let GG be a graphical game with affects graph G = (V,E). We say that GG can
be legally colored with k colors if there exists a mapping c : V → {1, 2, . . . , k} such that, for all
e = (v, u) ∈ E, c(v) 6= c(u) and, moreover, for all e1 = (v,w), e2 = (u,w) ∈ E with v 6= u,
c(v) 6= c(u). We call such coloring a legal k-coloring of GG.

To get such coloring, it is sufficient to color the union of the underlying undirected graph G′ with
its square (with self-loops removed) so that no adjacent vertices have the same color; this can be
done with at most d2 colors —see, e.g., [6]— since G′ has degree d by assumption; we are going
to use r = d2 or r = d2 + 1 colors, whichever is even, for reasons to become clear shortly. We
assume for simplicity that each color class has the same number of vertices, adding dummy vertices
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Input: Degree d graphical game GG: vertices V , |V | = n′, |Sv| = t for all v ∈ V .
Output: Normal-form game G.

1. If needed, rescale the entries in the payoff tables of GG so that they lie in the range [0, 1].
One way to do so is to divide all payoff entries by max{u}, where max{u} is the largest
entry in the payoff tables of GG.

2. Let r = d2 or r = d2 + 1; r chosen to be even.

3. Let c : V −→ {1, . . . , r} be a r-coloring of GG such that no two adjacent vertices have the
same color, and, furthermore, no two vertices having a common successor —in the affects
graph of the game— have the same color. Assume that each color is assigned to the same
number of vertices, adding to V extra isolated vertices to make up any shortfall; extend

mapping c to these vertices. Let {v(i)
1 , . . . , v

(i)
n/r} denote {v : c(v) = i}, where n ≥ n′.

4. For each p ∈ [r], game G will have a player, labeled p, with strategy set Sp; Sp will be the
union (assumed disjoint) of all Sv with c(v) = p, i.e.,

Sp = {(v, a) : c(v) = p, a ∈ Sv}, |Sp| = t n
r .

5. Taking S to be the cartesian product of the Sp’s, let s ∈ S be a strategy profile of game
G. For p ∈ [r], up

s is defined as follows:

(a) Initially, all utilities are 0.

(b) For v0 ∈ V having predecessors v1, . . . , vd′ in the affects graph of GG, if c(v0) = p

(that is, v0 = v
(p)
j for some j) and, for i = 0, . . . , d′, s contains (vi, ai), then up

s = uv0
s′

for s′ a strategy profile of GG in which vi plays ai for i = 0, . . . , d′.

(c) Let M > 2 n
r .

(d) For odd number p < r, if player p plays (v
(p)
i , a) and p + 1 plays (v

(p+1)
i , a′), for any

i, a, a′, then add M to up
s and subtract M from up+1

s .

Figure 7: Reduction from graphical game GG to normal form game G

if needed to satisfy this property. Henceforth, we assume that n is an integer multiple of r so that
every color class has n

r vertices.
We construct a normal form game G with r ≤ d2 + 1 players. Each of them corresponds to a

color and has tn
r strategies, the t strategies of each of the n

r vertices in its color class (Step 4). Since
r is even, we can divide the r players into pairs and make each pair play a generalized Matching
Pennies game (see Definition 4 below) at very high stakes, so as to ensure that all players will
randomize uniformly over the vertices assigned to them 4. Within the set of strategies associated
with each vertex, the Matching Pennies game expresses no preference, and payoffs are augmented
to correspond to the payoffs that would arise in the original graphical game GG (see Step 5 for the
exact specification of the payoffs).

Definition 4 The (2-player) game Generalized Matching Pennies is defined as follows. Call the
2 players the pursuer and the evader, and let [n] denote their strategies. If for any i ∈ [n] both
players play i, then the pursuer receives a positive payoff u > 0 and the evader receives a payoff

4A similar trick is used in Theorem 7.3 of [55], a hardness result for a class of circuit games.
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of −u. Otherwise both players receive 0. It is not hard to check that the game has a unique Nash
equilibrium in which both players use the uniform distribution.

Polynomial size of G = f(GG):
The input size is |GG| = Θ(n′ · td+1 · q), where n′ is the number of vertices in GG and q the size

of the values in the payoff matrices in the logarithmic cost model. The normal form game G has
r ∈ {d2, d2 + 1} players, each having tn/r strategies, where n ≤ rn′ is the number of vertices in
GG after the possible addition of dummy vertices to make sure that all color classes have the same

number of vertices. Hence, there are r ·
(
tn/r

)r
≤
(

(d2 + 1)
(
tn′
)d2+1

)
payoff entries in G. This

is polynomial in |GG| so long as d is constant. Moreover, each payoff entry will be of polynomial
size since M is of polynomial size and each payoff entry of the game G is the sum of 0 or M and a
payoff entry of GG.

Construction of the mapping g:
Given a Nash equilibrium NG = {xp

(v,a)}p,v,a of G = f(GG), we claim that we can recover a Nash

equilibrium {xv
a}v,a of GG, NGG = g(NG), as follows:

xv
a := x

c(v)
(v,a)

/ ∑

j∈Sv

x
c(v)
(v,j), ∀a ∈ Sv, v ∈ V. (9)

Clearly g is computable in polynomial time.

Proof that g maps Nash equilibria of G to Nash equilibria of GG:
Call GG′ the graphical game resulting from GG by rescaling the utilities so that they lie in the

range [0, 1]. It is easy to see that any Nash equilibrium of game GG is, also, a Nash equilibrium of
game GG′ and vice versa. Therefore, it is enough to establish that the mapping g maps every Nash
equilibrium of game G to a Nash equilibrium of game GG′.

For v ∈ V , c(v) = p, let “p plays v” denote the event that p plays (v, a) for some a ∈ Sv. We
show that in a Nash equilibrium NG of game G, for every player p and every v ∈ V with c(v) = p,

Pr(p plays v) ∈ [λ − 1
M , λ + 1

M ], where λ =
(

n
r

)−1
. Note that the “fair share” for v is λ.

Lemma 7 For all v ∈ V , in a Nash equilibrium of G, Pr(c(v) plays v) ∈ [λ − 1
M , λ + 1

M ].

Proof. Suppose, for a contradiction, that in a Nash equilibrium of G, Pr
(
p plays v

(p)
i

)
< λ − 1

M

for some i, p. Then there exists some j such that Pr
(
p plays v

(p)
j

)
> λ + 1

M λ.

If p is odd (a pursuer) then p + 1 (the evader) will have utility of at least −λM + 1 for

playing any strategy
(
v
(p+1)
i , a

)
, a ∈ S

v
(p+1)
i

, whereas utility of at most −λM − λ + 1 for playing

any strategy (v
(p+1)
j , a), a ∈ S

v
(p+1)
j

. Since −λM + 1 > −λM − λ + 1, in a Nash equilibrium,

Pr
(
p + 1 plays v

(p+1)
j

)
= 0. Therefore, there exists some k such that Pr

(
p + 1 plays v

(p+1)
k

)
> λ.

Now the payoff of p for playing any strategy
(
v
(p)
j , a

)
, a ∈ S

v
(p)
j

, is at most 1, whereas the payoff

for playing any strategy
(
v
(p)
k , a

)
, a ∈ S

v
(p)
k

is at least λM . Thus, in a Nash equilibrium, player p

should not include any strategy
(
v
(p)
j , a

)
, a ∈ S

v
(p)
j

, in her support; hence Pr
(
p plays v

(p)
j

)
= 0, a

contradiction.
If p is even, then p − 1 will have utility of at most (λ − 1

M )M + 1 for playing any strategy(
v
(p−1)
i , a

)
, a ∈ S

v
(p−1)
i

, whereas utility of at least (λ + 1
M λ)M for playing any strategy (v

(p−1)
j , a),
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a ∈ S
v
(p−1)
j

. Hence, in a Nash equilibrium Pr
(
p − 1 plays v

(p−1)
i

)
= 0, which implies that there

exists some k such that Pr
(
p − 1 plays v

(p−1)
k

)
> λ. But, then, p will have utility of at least 0

for playing any strategy
(
v
(p)
i , a

)
, a ∈ S

v
(p)
i

, whereas utility of at most −λM + 1 for playing any

strategy (v
(p)
k , a), a ∈ S

v
(p)
k

. Since 0 > −λM + 1, in a Nash equilibrium, Pr
(
p plays v

(p)
k

)
= 0.

Therefore, there exists some k′ such that Pr
(
p plays v

(p)
k′

)
> λ. Now the payoff of p−1 for playing

any strategy
(
v
(p−1)
k , a

)
, a ∈ S

v
(p−1)
k

, is at most 1, whereas the payoff for playing any strategy
(
v
(p−1)
k′ , a

)
, a ∈ S

v
(p−1)

k′
is at least λM . Thus, in a Nash equilibrium, player p − 1 should not

include any strategy
(
v
(p−1)
k , a

)
, a ∈ S

v
(p−1)
k

, in her support; hence Pr
(
p − 1 plays v

(p−1)
k

)
= 0, a

contradiction.
From the above discussion, it follows that every vertex is chosen with probability at least

λ − 1
M by the player that represents its color class. A similar argument shows that no vertex is

chosen with probability greater than λ + 1
M . Indeed, suppose, for a contradiction, that in a Nash

equilibrium of G, Pr
(
p plays v

(p)
j

)
> λ + 1

M for some j, p; then there exists some i such that

Pr
(
p plays v

(p)
i

)
< λ− 1

M λ; now, distinguish two cases depending on whether p is even or odd and

proceed in the same fashion as in the argument used above to show that no vertex is chosen with
probability smaller than λ − 1/M .

To see that {xv
a}v,a, defined by (9), corresponds to a Nash equilibrium of GG′ note that, for any

player p and vertex v ∈ V such that c(v) = p, the division of Pr(p plays v) into Pr(p plays (v, a)),
for various values of a ∈ Sv, is driven entirely by the same payoffs as in GG′; moreover, note that
there is some positive probability p(v) ≥ (λ− 1

M )d > 0 that the predecessors of v are chosen by the
other players of G and the additional expected payoff to p resulting from choosing (v, a), for some
a ∈ Sv, is p(v) times the expected payoff of v in GG′ if v chooses action a and all other vertices play
as specified by (9). More formally, suppose that p = c(v) for some vertex v of the graphical game

GG′ and, without loss of generality, assume that p is odd (pursuer) and that v is the vertex v
(p)
i in

the notation of Figure 7. Then, in a Nash equilibrium of the game G, we have, by the definition of
a Nash equilibrium, that for all strategies a, a′ ∈ Sv of vertex v:

E [payoff to p for playing (v, a)] > E
[
payoff to p for playing (v, a′)

]
⇒ xp

(v,a′) = 0. (10)

But

E [payoff to p for playing (v, a)] = M · Pr
(
p + 1 plays v

(p+1)
i

)
+

∑

s∈SN (v)\{v}

uv
as

∏

u∈N (v)\{v}
x

c(u)
(u,su)

and similarly for a′. Therefore, (10) implies

∑

s∈SN (v)\{v}

uv
as

∏

u∈N (v)\{v}
x

c(u)
(u,su) >

∑

s∈SN (v)\{v}

uv
a′s

∏

u∈N (v)\{v}
x

c(u)
(u,su) ⇒ xp

(v,a′) = 0.

Dividing by
∏

u∈N (v)\{v}
∑

j∈Su
x

c(u)
(u,j) =

∏
u∈N (v)\{v} Pr (c(u) plays u) = p(v) and invoking (9) gives

∑

s∈SN (v)\{v}

uv
as

∏

u∈N (v)\{v}
xu

su
>

∑

s∈SN (v)\{v}

uv
a′s

∏

u∈N (v)\{v}
xu

su
⇒ xv

a′ = 0,
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where we used that p(v) ≥ (λ − 1
M )d > 0, which follows by Lemma 7.

Mapping g is surjective on the Nash equilibria of GG′ and, therefore, GG: We will
show that, for every Nash equilibrium NGG′ = {xv

a}v,a of GG′, there exists a Nash equilibrium
NG = {xp

(v,a)}p,v,a of G such that (9) holds. The existence can be easily established via the existence

of a Nash equilibrium in a game G′ defined as follows. Suppose that, in NGG′ , every vertex v ∈ V
receives an expected payoff of uv from every strategy in the support of {xv

a}a. Define the following
game G′ whose structure results from G by merging the strategies {(v, a)}a of player p = c(v)
into one strategy sp

v, for every v such that c(v) = p. So the strategy set of player p in G′ will

be {sp
v | c(v) = p} also denoted as {s(p)

1 , . . . , s
(p)
n/r} for ease of notation. Define now the payoffs to

the players as follows. Initialize the payoff matrices with all entries equal to 0. For every strategy
profile s,

• for v0 ∈ V having predecessors v1, . . . , vd′ in the affects graph of GG′, if, for i = 0, . . . , d′, s

contains s
c(vi)
vi , then add uv0 to u

c(v0)
s .

• for odd number p < r if player p plays strategy s
(p)
i and player p + 1 plays strategy s

(p+1)
i

then add M to up
s and subtract M from up+1

s (Generalized Matching Pennies).

Note the similarity in the definitions of the payoff matrices of G and G′. From Nash’s theorem,
game G′ has a Nash equilibrium {yp

sp
v
}p,v and it is not hard to verify that {xp

(v,a)}p,v,a is a Nash

equilibrium of game G, where xp
(v,a) := yp

sp
v
· xv

a, for all p, v ∈ V such that c(v) = p, and a ∈ Sv.

4.3 Reducing Normal Form Games to Graphical Games

We establish the following mapping from normal form games to graphical games.

Theorem 6 For every r > 1, a normal form game with r players can be mapped in polynomial
time to an undirected graphical game of maximum degree 3 and two strategies per player so that
there is a polynomial-time computable surjective mapping g from the Nash equilibria of the latter
to the Nash equilibria of the former.

Given a normal form game G having r players, 1, . . . , r, and n strategies per player, say Sp = [n]
for all p ∈ [r], we will construct a graphical game GG, with a bipartite graph of maximum degree 3,
and 2 strategies per player, say {0, 1}, with description length polynomial in the description length
of G, so that from every Nash equilibrium of GG we can recover a Nash equilibrium of G. In the
following discussion we will refer to the players of the graphical game as “vertices” to distinguish
them from the players of the normal form game. It will be easy to check that the graph of GG
is bipartite and has degree 3; this graph will be denoted G = (V ∪ W,E), where W and V are
disjoint, and each edge in E goes between V and W . For every vertex v of the graphical game, we
will denote by p[v] the probability that v plays pure strategy 1.

Recall that G is specified by the quantities {up
s : p ∈ [r], s ∈ S}. A mixed strategy profile of G

is given by probabilities {xp
j : p ∈ [r], j ∈ Sp}. GG will contain a vertex v(xp

j ) ∈ V for each player
p and strategy j ∈ Sp, and the construction of GG will ensure that in any Nash equilibrium of GG,
the quantities {p[v(xp

j )] : p ∈ [r], j ∈ Sp}, if interpreted as values {xp
j}p,j, will constitute a Nash

equilibrium of G. Extending this notation, for various arithmetic expressions A involving any xp
j

and up
s, vertex v(A) ∈ V will be used, and be constructed such that in any Nash equilibrium of GG,

p[v(A)] is equal to A evaluated at the given values of up
s and with xp

j equal to p[v(xp
j )]. Elements of
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W are used to mediate between elements of V , so that the latter ones obey the intended arithmetic
relationships.

We use Propositions (1-4) as building blocks of GG, starting with r subgraphs that represent
mixed strategies for the players of G. In the following, we construct a graphical game containing
vertices {v(xp

j )}j∈[n], whose probabilities sum to 1, and internal vertices vp
j , which control the

distribution of the one unit of probability mass among the vertices v(xp
j ). See Figure 8 for an

illustration.

Proposition 5 Consider a graphical game that contains

• for j ∈ [n] a vertex v(xp
j )

• for j ∈ [n − 1] a vertex vp
j

• for j ∈ [n] a vertex v(
∑j

i=1 xp
i )

• for j ∈ [n − 1] a vertex wj(p) used to ensure p[v(
∑j

i=1 xp
i )] = p[v(

∑j+1
i=1 xp

i )](1 − p[vp
j ])

• for j ∈ [n − 1] a vertex w′
j(p) used to ensure p[v(xp

j+1)] = p[v(
∑j+1

i=1 xp
i )]p[vp

j ]

• a vertex w′
0(p) used to ensure p[v(xp

1)] = p[v(
∑1

i=1 xp
i )]

Also, let v(
∑n

i=1 xp
i ) have payoff of 1 when it plays 1 and 0 otherwise. Then, in any Nash equilibrium

of the graphical game,
∑n

i=1 p[v(xp
i )] = 1 and moreover p[v(

∑j
i=1 xp

i )] =
∑j

i=1 p[v(xp
i )], and the

graph is bipartite and of degree 3.

Proof. It is not hard to verify that the graph has degree 3. Most of the degree 3 vertices are
the w vertices used in Propositions 1 and 2 to connect the pairs or triples of graph players whose
probabilities are supposed to obey an arithmetic relationship. In a Nash equilibrium, v(

∑n
i=1 xp

i )

plays 1. The vertices vp
j split the probability p[v(

∑j+1
i=1 xp

i )] between p[v(
∑j

i=1 xp
i )] and p[v(xp

j+1)].

Comment. The values p[vp
j ] control the distribution of probability (summing to 1) amongst the

n vertices v(xp
j ). These vertices can set to zero any proper subset of the probabilities p[v(xp

j )].

Notation. For s ∈ S−p let xs = x1
s1

· x2
s2
· · · xp−1

sp−1 · xp+1
sp+1 · · · xr

sr
. Also, let Up

j =
∑

s∈S−p
up

jsxs be

the utility to p for playing j in the context of a given mixed profile {xs}s∈S−p
.

Lemma 8 Suppose all utilities up
s (of G) lie in the range [0, 1] for some p ∈ [r]. We can construct

a degree 3 bipartite graph having a total of O(rnr) vertices, including vertices v(xp
j ), v(Up

j ), v(Up
≤j),

for all j ∈ [n], such that in any Nash equilibrium,

p[v(Up
j )] =

∑

s∈S−p

up
js

∏

q 6=p

p[v(xq
sq

)], (11)

p[v(Up
≤j)] = max

i≤j

∑

s∈S−p

up
is

∏

q 6=p

p[v(xq
sq

)]. (12)
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The vertices whose labels include U do not form part of Proposition 5; they have been included
to show how the gadget fits into the rest of the construction, as described in Figure 9. Unshaded
vertices belong to V , shaded vertices belong to W (V and W being the two parts of the bipartite
graph). A directed edge from u to v indicates that u’s choice can affect v’s payoff.

v(
∑n

i=1 xp
i ) w′

n−1(p) v(xp
n)

v(Up
n)

wn−1(p) vp
n−1 w(Up

n−1)

v(Up
≤n−1)

v(
∑n−1

i=1 xp
i )

v(
∑3

i=1 xp
i ) w′

2(p) v(xp
3)

v(Up
3 )

w2(p) vp
2 w(Up

2 )

v(Up
≤2)

v(
∑2

i=1 xp
i ) w′

1(p) v(xp
2)

v(Up
2 )

w1(p) vp
1 w(Up

1 )

v(Up
≤1)

v(
∑1

i=1 xp
i ) w′

0(p) v(xp
1)

Figure 8: Diagram of Proposition 5
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The general idea is to note that the expressions for p[v(Up
j )] and p[v(Up

≤j)] are constructed from
arithmetic subexpressions using the operations of addition, multiplication and maximization. If
each subexpression A has a vertex v(A), then using Propositions 1 through 4 we can assemble
them into a graphical game such that in any Nash equilibrium, p[v(A)] is equal to the value of A
with input p[v(xp

j )], p ∈ [r], j ∈ [n]. We just need to limit our usage to O(rnr) subexpressions and
ensure that their values all lie in [0, 1].

Proof. Note that

Up
≤j = max{Up

j , Up
≤j−1}, Up

j =
∑

s∈S−p

up
jsxs =

∑

s∈S−p

up
jsx

1
s1
· · · xp−1

sp−1
xp+1

sp+1
· · · xr

sr
.

Let S−p = {S−p(1), . . . , S−p(n
r−1)}, so that

∑

s∈S−p

up
jsxs =

nr−1∑

ℓ=1

up
jS−p(ℓ)xS−p(ℓ).

For each partial sum
∑z

ℓ=1 up
jS−p(ℓ)xS−p(ℓ), 1 ≤ z ≤ nr−1, include vertex v(

∑z
ℓ=1 up

jS−p(ℓ)xS−p(ℓ)).

Similarly, for each partial product of the summands up
js

∏
p 6=q≤z xq

sq , 0 ≤ z ≤ r, include vertex

v(up
js

∏
p 6=q≤z xq

sq). So, for each strategy j ∈ Sp, there are nr−1 partial sums and r + 1 partial
products for each summand. Then, there are n partial sequences over which we have to maximize.
Note that, since all utilities are assumed to lie in the set [0, 1], all partial sums and products must
also lie in [0, 1], so the truncation at 1 in the computations of Propositions 1, 2, 3 and 4 is not
a problem. So using a vertex for each of the 2n + (r + 1)nr arithmetic subexpressions, a Nash
equilibrium will compute the desired quantities.

We repeat the construction specified by Lemma 8 for all p ∈ [r]. Note that, to avoid large degrees
in the resulting graphical game, each time we need to make use of a value xq

sq we create a new
copy of the vertex v(xq

sq) using the gadget G= and, then, use the new copy for the computation of
the desired partial product; an easy calculation shows that we have to make (r − 1)nr−1 copies of
v(xq

sq), for all q ≤ r, sq ∈ Sq. To limit the degree of each vertex to 3 we create a binary tree of
copies of v(xq

sq) with (r − 1)nr−1 leaves and use each leaf once.

Proof of Theorem 6: Let G be a r-player normal-form game with n strategies per player and
construct GG = f(G) as shown in Figure 9. The graph of GG has degree 3, by the graph structure
of our gadgets from Propositions 1 through 4 and the fact that we use separate copies of the v(xp

j )
vertices to influence different v(Up

j ) vertices (see Step 4 and discussion after Lemma 8).

Polynomial size of GG = f(G):
The size of GG is polynomial in the description length r · nrq of G, where q is the size of the

values in the payoff tables in the logarithmic cost model.

Construction of g(NGG) (where NGG denotes a Nash equilibrium of GG):
Given a Nash equilibrium g(NGG) of GG, we claim that we can recover a Nash equilibrium

{xp
j}p,j of G by taking xp

j = p[v(xp
j )]. This is clearly computable in polynomial-time.

Proof that the reduction preserves Nash equilibria:
Call G′ the game resulting from G by rescaling the utilities so that they lie in the range [0, 1].

It is easy to see that any Nash equilibrium of game G is, also, a Nash equilibrium of game G′ and
vice versa. Therefore, it is enough to establish that the mapping g(·) maps every Nash equilibrium
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Input: Normal form game G with r players, n strategies per player, utilities {up
s : p ∈ [r], s ∈ S}.

Output: Graphical game GG with bipartite graph (V ∪ W,E).

1. If needed, rescale the utilities up
s so that they lie in the range [0, 1]. One way to do so is

to divide all utilities by max{up
s}.

2. For each player/strategy pair (p, j) let v(xp
j ) ∈ V be a vertex in GG.

3. For each p ∈ [r] construct a subgraph as described in Proposition 5 so that in a Nash
equilibrium of GG, we have

∑
j p[v(xp

j )] = 1.

4. Use the construction of Proposition 1 with α = 1 to make (r − 1)nr−1 copies of the v(xp
j )

vertices (which are added to V ). More precisely, create a binary tree with copies of v(xp
j )

which has (r − 1)nr−1 leaves.

5. Use the construction of Lemma 8 to introduce (add to V ) vertices v(Up
j ), v(Up

≤j), for all

p ∈ [r], j ∈ [n]. Each v(Up
j ) uses its own set of copies of the vertices v(xp

j ). For p ∈ [r],
j ∈ [n] introduce (add to W ) w(Up

j ) with

(a) If w(Up
j ) plays 0 then w(Up

j ) gets payoff 1 whenever v(Up
≤j) plays 1, else 0.

(b) If w(Up
j ) plays 1 then w(Up

j ) gets payoff 1 whenever v(Up
j+1) plays 1, else 0.

6. Give the following payoffs to the vertices vp
j (the additional vertices used in Proposition 5

whose payoffs were not specified).

(a) If vp
j plays 0 then vp

j has a payoff of 1 whenever w(Up
j ) plays 0, otherwise 0.

(b) If vp
j plays 1 then vp

j has a payoff of 1 whenever w(Up
j ) plays 1, otherwise 0.

7. Return the underlying undirected graphical game GG.

Figure 9: Reduction from normal form game G to graphical game GG

of game GG to a Nash equilibrium of game G′. By Proposition 5, we have that
∑

j xp
j = 1, for all

p ∈ [r]. It remains to show that, for all p, j, j′,

∑

s∈S−p

up
jsxs >

∑

s∈S−p

up
j′sxs =⇒ xp

j′ = 0.

We distinguish the cases:

• If there exists some j′′ < j′ such that
∑

s∈S−p
up

j′′sxs >
∑

s∈S−p
up

j′sxs, then, by Lemma 8,

p[v(Up
≤j′−1)] > p[v(Up

j′)]. Thus, p[vp
j′−1] = 0 and, consequently, v(xp

j′) plays 0 as required,
since

p[v(xp
j′)] = p[vp

j′−1]p


v




j′∑

i=1

xp
i




 .

• The case j < j′ reduces trivially to the previous case.

• It remains to deal with the case j > j′, under the assumption that, for all j′′ < j′,
∑

s∈S−p
up

j′′sxs ≤
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∑
s∈S−p

up
j′sxs, or, equivalently,

p[v(Up
j′′)] ≤ p[v(Up

j′)],

which in turn implies that
p[v(Up

≤j′)] ≤ p[v(Up
j′)].

It follows that there exists some k, j′ + 1 ≤ k ≤ j, such that p[v(Up
k )] > p[v(Up

≤k−1)].

Otherwise, p[v(Up
≤j′)] ≥ p[v(Up

≤j′+1)] ≥ . . . ≥ p[v(Up
≤j)] ≥ p[v(Up

j )] > p[v(Up
j′)], which is

a contradiction to p[v(Up
≤j′)] ≤ p[v(Up

j′)]. Since p[v(Up
k )] > p[v(Up

≤k−1)], it follows that

p[w(Up
k−1)] = 1 ⇒ p[vp

k−1] = 1 and, therefore,

p

[
v

(
k−1∑

i=1

xp
i

)]
= p

[
v

(
k∑

i=1

xp
i

)]
(1 − p[vp

k−1]) = 0

⇒ p


v




j′∑

i=1

xp
i




 = 0 ⇒ p

[
v(xp

j′)
]

= 0.

Mapping g is surjective on the Nash equilibria of G′ and, therefore, G: We will show that
given a Nash equilibrium NG′ of G′ there is a Nash equilibrium NGG of GG such that g(NGG) = NG′ .
Let NG′ = {xp

j : p ≤ r, j ∈ Sp}. In NGG , let p[v(xp
j )] = xp

j . Lemma 8 shows that the values p[v(Up
j )]

are the expected utilities to player p for playing strategy j, given that all other players use the
mixed strategy {xp

j : p ≤ r, j ∈ Sp}. We identify values for p[vp
j ] that complete a Nash equilibrium

for GG.
Based on the payoffs to vp

j described in Figure 9 we have

• If p[v(Up
≤j)] > p[v(Up

j+1)] then p[w(Up
j )] = 0; p[vp

j ] = 0;

• If p[v(Up
≤j)] < p[v(Up

j+1)] then p[w(Up
j )] = 1; p[vp

j ] = 1;

• If p[v(Up
≤j)] = p[v(Up

j+1)] then choose p[w(Up
j )] = 1

2 ; p[vp
j ] is arbitrary (we may assign it any

value)

Given the above constraints on the values p[vp
j ] we must check that we can choose them (and there

is a unique choice) so as to make them consistent with the probabilities p[v(xp
j )]. We use the fact

the values xp
j form a Nash equilibrium of G. In particular, we know that p[v(xp

j )] = 0 if there exists
j′ with Up

j′ > Up
j . We claim that for j satisfying p[v(Up

≤j)] = p[v(Up
j+1)], if we choose

p[vp
j ] = p[v(xp

j+1)]/

j+1∑

i=1

p[v(xp
i )],

then the values p[v(xp
j )] are consistent. 2

4.4 Combining the Reductions

Suppose that we take either a graphical or a normal-form game, and apply to it both of the
reductions described in the previous sections. Then we obtain a game of the same type and a
surjective mapping from the Nash equilibria of the latter to the Nash equilibria of the former.
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Corollary 2 For any fixed d, a (directed or undirected) graphical game of maximum degree d can
be mapped in polynomial time to an undirected graphical game of maximum degree 3 so that there
is a polynomial-time computable surjective mapping g from the Nash equilibria of the latter to the
Nash equilibria of the former.

The following also follows directly from Theorems 6 and 5, but is not as strong as Theorem 7 below.

Corollary 3 For any fixed r > 1, a r-player normal form game can be mapped in polynomial time
to a 10-player normal form game so that there is a polynomial-time computable surjective mapping
g from the Nash equilibria of the latter to the Nash equilibria of the former.

Proof. Theorem 6 converts a r-player game G into a graphical game GG based on a graph of degree
3. Theorem 5 converts GG to a 10-player game G′, whose Nash equilibria encode the Nash equilibria
of GG and hence of G. (Note that for d an odd number, the proof of Theorem 5 implies a reduction
to a (d2 + 1)-player normal form game.)

We next prove a stronger result, by exploiting in more detail the structure of the graphical
games GG constructed in the proof of Theorem 6. The technique used here will be used in Section
4.5 to strengthen the result even further.

Theorem 7 For any fixed r > 1, a r-player normal form game can be mapped in polynomial time
to a 4-player normal form game so that there is a polynomial-time computable surjective mapping
g from the Nash equilibria of the latter to the Nash equilibria of the former.

Proof. Construct G′ from G as shown in Figure 10.

Polynomial size of G′ = f(G).
By Theorem 6, GG (as constructed in Figure 10) is of polynomial size. The size of GG ′ is at most
3 times the size of GG since we do not need to apply Step 3 to any edges that are themselves
constructed by an earlier iteration of Step 3. Finally, the size of G′ is polynomial in the size of GG′

from Theorem 5.

Construction of g(NG′) (for NG′ a Nash equilibrium of G′).
Let g1 be a surjective mapping from the Nash equilibria of GG to the Nash equilibria of G, which is
guaranteed to exist by Theorem 6. It is trivial to construct a surjective mapping g2 from the Nash
equilibria of GG′ to the Nash equilibria of GG. By Theorem 5, there exists a surjective mapping g3

from the Nash equilibria of G′ to the Nash equilibria of GG′. Therefore, g3 ◦ g2 ◦ g1 is a surjective
mapping from the Nash equilibria of G′ to the Nash equilibria of G.

4.5 Reducing to Three Players

We will strengthen Theorem 7 to reduce a r-player normal form game to a 3-player normal form
game. The following theorem together with Theorems 5 and 6 imply the first part of Theorem 4.

Theorem 8 For any fixed r > 1, a r-player normal form game can be mapped in polynomial time
to a 3-player normal form game so that there is a polynomial-time computable surjective mapping
g from the Nash equilibria of the latter to the Nash equilibria of the former.

Proof. The bottleneck of the construction of Figure 10 in terms of the number k of players of the
resulting normal form game G′ lies entirely on the ability or lack thereof to color the vertices of
the affects graphs of GG with k colors so that, for every vertex v, its neighborhood N (v) in the
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Input: Normal form game G with r players, n strategies per player, utilities {up
s : p ≤ r, s ∈ S}.

Output: 4-player Normal form game G′.

1. Let GG be the graphical game constructed from G according to Figure 9. Recall that the
affects graph G = (V ∪ W,E) of GG has the following properties:

• Every edge e ∈ E is from a vertex of set V to a vertex of set W or vice versa.

• Every vertex of set W has indegree at most 3 and outdegree at most 1 and every
vertex of set V has indegree at most 1 and outdegree at most 2.

2. Color the graph (V ∪W,E) of GG as follows: let c(w) = 1 for all W -vertices w and c(v) = 2
for all V -vertices v.

3. Construct a new graphical game GG ′ from GG as follows. While there exist v1, v2 ∈ V ,
w ∈ W , (v1, w), (v2, w) ∈ E with c(v1) = c(v2):

(a) Every W -vertex has at most 1 outgoing edge, so assume (w, v1) 6∈ E.

(b) Add v(v1) to V , add w(v1) to W .

(c) Replace (v1, w) with (v1, w(v1)), (w(v1), v(v1)), (v(v1), w(v1)), (v(v1), w). Let
c(w(v1)) = 1, choose c(v(v1)) ∈ {2, 3, 4} 6= c(v′) for any v′ with (v′, w) ∈ E. Payoffs
for w(v1) and v(v1) are chosen using Proposition 1 with α = 1 such that in any Nash
equilibrium, p[v(v1)] = p[v1].

4. The coloring c : V ∪ W → {1, 2, 3, 4} has the property that, for every vertex v of GG′, its
neighborhood N (v) in the affects graph of the game —recall it consists of v and all its
predecessors— is colored with |N (v)| distinct colors. Rescale all utilities of GG′ to [0,1]
and map game GG′ to a 4-player normal form game G′ following the steps 3 through 5 of
figure 7.

Figure 10: Reduction from normal form game G to 4-player game G′

affects graph is colored with |N (v)| distinct colors, i.e. on whether there exists a legal k coloring.
In Figure 10, we show how to design a graphical game GG′ which is equivalent to GG —in the sense
that there exists a surjective mapping from the Nash equilibria of the former to the Nash equilibria
of the latter— and can be legally colored using 4 colors. However, this cannot be improved to 3
colors since the addition game G+ and the multiplication game G∗, which are essential building
blocks of GG, have vertices with indegree 3 (see Figure 5) and, therefore, need at least 4 colors to
be legally colored. Therefore, to improve our result we need to redesign addition and multiplication
games which can be legally colored using 3 colors.
Notation: In the following,

• x = y ± ǫ denotes y − ǫ ≤ x ≤ y + ǫ

• v : s denotes “player v plays strategy s”

Proposition 6 Let α, β, γ be non-negative integers such that α + β + γ ≤ 3. There is a graphical
game G+,∗ with two “input players” v1 and v2, one “output player” v3 and several intermediate
players, with the following properties:
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Figure 11: The new addition/multiplication game and its legal 3-coloring.

• the graph of the game can be legally colored using 3 colors

• for any ǫ ∈ [0, 0.01], at any ǫ-Nash equilibrium of game G+,∗ it holds that p[v3] = min{1, αp[v1]+
βp[v2] + γp[v1]p[v2]} ± 81ǫ; in particular at any Nash equilibrium p[v3] = min{1, αp[v1] +
βp[v2] + γp[v1]p[v2]}.

Proof. The graph of the game and the labeling of the vertices is shown in Figure 11. All players
of G+,∗ have strategy set {0, 1} except for player v′2 who has three strategies {0, 1, ∗}. Below we
give the payoff tables of all the players of the game. For ease of understanding we partition the
game G+,∗ into four subgames:

1. Game played by players v1, w1, v
′
1:

Payoffs to v′1 :

w1 : 0 w1 : 1

v1
′ : 0 0 1

v1
′ : 1 1 0

Payoffs to w1:

w1 : 0 :

v1
′ : 0 v1

′ : 1

v1 : 0 0 0
v1 : 1 1/8 1/8

w1 : 1 :

v1
′ : 0 v1

′ : 1

v1 : 0 0 1
v1 : 1 0 1

2. Game played by players v2
′, w3, v3:

Payoffs to v3 :

w3 : 0 w3 : 1

v3 : 0 0 1
v3 : 1 1 0

Payoffs to w3:

w3 : 0 :

v3 : 0 v3 : 1

v′2 : 0 0 0
v′2 : 1 0 0
v′2 : ∗ 8 8

w3 : 1 :

v3 : 0 v3 : 1

v′2 : 0 0 1
v′2 : 1 0 1
v′2 : ∗ 0 1

39



3. Game played by players v2, w2, v
′
2:

Payoffs to w2:

w2 : 0 :

v2 : 0 v2 : 1

v′2 : 0 0 1/8
v′2 : 1 0 1/8
v′2 : ∗ 0 1/8

w2 : 1 :

v2 : 0 v2 : 1

v′2 : 0 0 0
v′2 : 1 1 1
v′2 : ∗ 0 0

Payoffs to v′2:

v′2 : 0 :

w2 : 0 w2 : 1

u : 0 0 1
u : 1 0 0

v′2 : 1 :

w2 : 0 w2 : 1

u : 0 1 0
u : 1 1 0

v′2 : ∗ :

w2 : 0 w2 : 1

u : 0 0 0
u : 1 0 1

4. Game played by players v′1, v
′
2, w, u:

Payoffs to w:

w : 0 :

v′1 : 0 v′1 : 1

v′2 : 0 0 α
v′2 : 1 1 + β 1 + α + β + 8γ
v′2 : ∗ 0 α

w : 1 :

v′1 : 0 v′1 : 1

v′2 : 0 0 0
v′2 : 1 1 1
v′2 : ∗ 1 1

Payoffs to u:
w : 0 w : 1

u : 0 0 1
u : 1 1 0

Claim 1 At any ǫ-Nash equilibrium of G+,∗: p[v′1] = 1
8p[v1] ± ǫ.

Proof. If w1 plays 0, then the expected payoff to w1 is 1
8p[v1], whereas if w1 plays 1, the expected

payoff to w1 is p[v′1]. Therefore, in an ǫ-Nash equilibrium, if 1
8p[v1] > p[v′1] + ǫ, then p[w1] = 0.

However, note also that if p[w1] = 0 then p[v′1] = 1, which is a contradiction to 1
8p[v1] > p[v′1] + ǫ.

Consequently, 1
8p[v1] cannot be strictly larger than p[v′1]+ǫ. On the other hand, if p[v′1] > 1

8p[v1]+ǫ,
then p[w1] = 1 and consequently p[v′1] = 0, a contradiction. The claim follows from the above
observations.

Claim 2 At any ǫ-Nash equilibrium of G+,∗: p[v′2 : 1] = 1
8p[v2] ± ǫ.

Proof. If w2 plays 0, then the expected payoff to w2 is 1
8p[v2], whereas, if w2 plays 1, the expected

payoff to w2 is p[v′2 : 1].
If, in an ǫ-Nash equilibrium, 1

8p[v2] > p[v′2 : 1] + ǫ, then p[w2] = 0. In this regime, the payoff
to player v′2 is 0 if v′2 plays 0, 1 if v′2 plays 1 and 0 if v′2 plays ∗. Therefore, p[v′2 : 1] = 1 and this
contradicts the hypothesis that 1

8p[v2] > p[v′2 : 1] + ǫ.

40



On the other hand, if, in an ǫ-Nash equilibrium, p[v′2 : 1] > 1
8p[v2] + ǫ, then p[w2] = 1. In this

regime, the payoff to player v′2 is p[u : 0] if v′2 plays 0, 0 if v′2 plays 1 and p[u : 1] if v′2 plays ∗.
Since p[u : 0] + p[u : 1] = 1, it follows that p[v′2 : 1] = 0 because at least one of p[u : 0], p[u : 1]
will be greater than ǫ. This contradicts the hypothesis that p[v′2 : 1] > 1

8p[v2] + ǫ and the claim
follows from the above observations.

Claim 3 At any ǫ-Nash equilibrium of G+,∗: p[v′2 : ∗] = α
8 p[v1] +

β
8p[v2] +

γ
8p[v1]p[v2] ± 10ǫ.

Proof. If w plays 0, then the expected payoff to w is αp[v′1] + (1 + β)p[v′2 : 1] + 8γp[v′1]p[v′2 : 1],
whereas, if w plays 1, the expected payoff to w is p[v′2 : 1] + p[v′2 : ∗].

If, in a ǫ-Nash equilibrium, αp[v′1] + (1 + β)p[v′2 : 1] + 8γp[v′1]p[v′2 : 1] > p[v′2 : 1] +p[v′2 : ∗] + ǫ,
then p[w] = 0 and, consequently, p[u] = 1. In this regime, the payoff to player v′2 is 0 if v′2
plays 0, p[w2 : 0] if v′2 plays 1 and p[w2 : 1] if v′2 plays ∗. Since p[w2 : 0] + p[w2 : 1] = 1, it
follows that at least one of p[w2 : 0], p[w2 : 1] will be larger than ǫ so that p[v′2 : 0] = 0 or,
equivalently, that p[v′2 : 1] + p[v′2 : ∗] = 1. So the hypothesis can be rewritten as αp[v′1] + (1 +
β)p[v′2 : 1] + 8γp[v′1]p[v′2 : 1] > 1 + ǫ. Using Claims 1 and 2 and the fact that ǫ ≤ 0.01 this
inequality implies α

8 p[v1] + 1+β
8 p[v2] + γ

8p[v1]p[v2] + (α + 1 + β + 3γ)ǫ > 1 + ǫ and further that
α+1+β+γ

8 + (α + 1 + β + 3γ)ǫ > 1 + ǫ. We supposed α + β + γ ≤ 3 therefore the previous inequality
implies 1

2 + 10ǫ > 1 + ǫ, a contradiction since we assumed ǫ ≤ 0.01.
On the other hand, if, in a ǫ-Nash equilibrium, p[v′2 : 1] + p[v′2 : ∗] > αp[v′1] + (1 + β)p[v′2 :

1]+8γp[v′1]p[v′2 : 1]+ǫ, then p[w] = 1 and consequently p[u] = 0. In this regime, the payoff to player
v′2 is p[w2 : 1] if v′2 plays 0, p[w2 : 0] if v′2 plays 1 and 0 if v′2 plays ∗. Since p[w2 : 0]+p[w2 : 1] = 1,
it follows that p[v′2 : ∗] = 0. So the hypothesis can be rewritten as 0 > αp[v′1] + βp[v′2 : 1] +
8γp[v′1]p[v′2 : 1] + ǫ which is a contradiction.

Therefore, in any ǫ-Nash equilibrium, p[v′2 : 1]+p[v′2 : ∗] = αp[v′1]+(1+β)p[v′2 : 1]+8γp[v′1]p[v′2 :
1] ± ǫ, or, equivalently, p[v′2 : ∗] = αp[v′1] + βp[v′2 : 1] + 8γp[v′1]p[v′2 : 1] ± ǫ. Using claims 1 and 2
this can be restated as p[v′2 : ∗] = α

8 p[v1] + β
8p[v2] + γ

8p[v1]p[v2] ± 10ǫ

Claim 4 At any ǫ-Nash equilibrium of G+,∗: p[v3] = min{1, αp[v1] + βp[v2] + γp[v1]p[v2]} ± 81ǫ.

Proof. If w3 plays 0, the expected payoff to w3 is 8p[v′2 : ∗], whereas, if w3 plays 1, the expected
payoff to w3 is p[v3]. Therefore, in a ǫ-Nash equilibrium, if p[v3] > 8p[v′2 : ∗] + ǫ, then p[w3] = 1
and, consequently, p[v3] = 0, which is a contradiction to p[v3] > 8p[v′2 : ∗] + ǫ.

On the other hand, if 8p[v′2 : ∗] > p[v3] + ǫ, then p[w3] = 0 and consequently p[v3] = 1. Hence,
p[v3] cannot be less than min{1, 8p[v′2 : ∗] − ǫ}.

From the above observations it follows that p[v3] = min{1, 8p[v′2 : ∗]} ± ǫ and, using claim 3,
p[v3] = min{1, αp[v1] + βp[v2] + γp[v1]p[v2]} ± 81ǫ.

It remains to show that the graph of the game can be legally colored using 3 colors. The coloring
is shown in Figure 11.

Now that we have our hands on the game G+,∗ of Proposition 6, we can reduce r-player games to
3-player games, for any fixed r, using the algorithm of Figure 10 with the following tweak: in the
construction of game GG at Step 1 of the algorithm, instead of using the addition and multiplication
gadgets G+, G∗ of Section 4.1, we use our more elaborate G+,∗ gadget. Let us call the resulting
game GG. We will show that we can construct a graphical game GG′ which is equivalent to GG in
the sense that there is a surjective mapping from the Nash equilibria of GG′ to the Nash equilibria
of GG and which, moreover, can be legally colored using three colors. Then we can proceed as in
Step 4 of Figure 10 to get the desired 3-player normal form game G′.
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Figure 12: The interposition of two G= games between gadgets G1 and G2 does not change the
game.

The construction of GG′ and its coloring can be done as follows: Recall that all our gadgets
have some distinguished vertices which are the inputs and one distinguished vertex which is the
output. The gadgets are put together to construct GG by identifying the output vertices of some
gadgets as the input vertices of other gadgets. It is easy to see that we get a graphical game with
the same functionality if, instead of identifying the output vertex of some gadget with the input of
another gadget, we interpose a sequence of two G= games between the two gadgets to be connected,
as shown in Figure 12. If we “glue” our gadgets in this way then the resulting graphical game GG ′

can be legally colored using 3 colors:

i. (stage 1) legally color the vertices inside the “initial gadgets” using 3 colors

ii. (stage 2) extend the coloring to the vertices that serve as “connections” between gadgets; any
3-coloring of the initial gadgets can be extended to a 3-coloring of GG′ because, for any pair
of gadgets G1, G2 which are connected (Figure 12) and for any colors assigned to the output
vertex a of gadget G1 and the input vertex e of gadget G2, the intermediate vertices b, c and d
can be also colored legally. For example, if vertex a gets color 1 and vertex e color 2 at stage
1, then, at stage 2, b can be colored 2, c can be colored 3 and d can be colored 1.

This completes the proof of the theorem.

4.6 Preservation of Approximate equilibria

Our reductions so far map exact equilibrium points. In this section we generalize to approximate
equilibria and prove the second part of Theorem 4. We claim that the reductions of the previous
sections translate the problem of finding an ǫ-Nash equilibrium of a game to the problem of finding
an ǫ′-Nash equilibrium of its image, for ǫ′ polynomial in ǫ and inverse polynomial in the size of the
game. As a consequence, we obtain polynomial-time equivalence results for the problems r-Nash

and d-graphical-Nash. To prove the second part of Theorem 4, we extend Theorems 5, 6 and 8
of the previous sections.

Theorem 9 For every fixed d > 1, there is a polynomial-time reduction from d-graphical-Nash

to (d2 + 1)-Nash.

Proof. Let G̃G be a graphical game of maximum degree d and GG the resulting graphical game
after rescaling all utilities by 1/max {ũ}, where max {ũ} is the largest entry in the utility tables

of game G̃G, so that they lie in the set [0, 1], as in the first step of Figure 7. Assume that ǫ < 1.
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In time polynomial in |GG| + log(1/ǫ), we will specify a normal form game G and an accuracy ǫ′

with the property that, given an ǫ′-Nash equilibrium of G, one can recover in polynomial time an
ǫ-Nash equilibrium of GG. This will be enough, since an ǫ-Nash equilibrium of GG is trivially an
ǫ · max {ũ}-Nash equilibrium of game G̃G and, moreover, |GG| is polynomial in |G̃G|.

We construct G using the algorithm of Figure 7; recall that M ≥ 2n
r , where r is the number of

color classes specified in Figure 7 and n is the number of vertices in GG after the possible addition
of dummy vertices to make sure that all color classes have the same number of vertices (as in Step
3 of Figure 7). Let us choose ǫ′ ≤ ǫ( r

n − 1
M )d; we will argue that from any ǫ′-Nash equilibrium of

game G one can construct in polynomial time an ǫ-Nash equilibrium of game GG.
Suppose that p = c(v) for some vertex v of the graphical game GG. As in the proof of Theorem

5, Lemma 7, it can be shown that in any ǫ′-Nash equilibrium of the game G,

Pr(p plays v) ∈
[

r

n
− 1

M
,
r

n
+

1

M

]
.

Now, without loss of generality, assume that p is odd (pursuer) and suppose that v is vertex v
(p)
i in

the notation of Figure 7. Then, in an ǫ′-Nash equilibrium of the game G, we have, by the definition
of a Nash equilibrium, that for all strategies a, a′ ∈ Sv of vertex v:

E [payoff to p for playing (v, a)] > E
[
payoff to p for playing (v, a′)

]
+ ǫ′ ⇒ xp

(v,a′) = 0.

But

E [payoff to p for playing (v, a)] = M · Pr
(
p + 1 plays v

(p+1)
i

)
+

∑

s∈SN (v)\{v}

uv
as

∏

u∈N (v)\{v}
x

c(u)
(u,su)

and similarly for a′. Therefore, the previous inequality implies

∑

s∈SN (v)\{v}

uv
as

∏

u∈N (v)\{v}
x

c(u)
(u,su) >

∑

s∈SN (v)\{v}

uv
a′s

∏

u∈N (v)\{v}
x

c(u)
(u,su) + ǫ′ ⇒ xp

(v,a′) = 0

So letting

xv
a = x

c(v)
(v,a)

/ ∑

j∈Sv

x
c(v)
(v,j), ∀v ∈ V, a ∈ Sv,

as we did in the proof of Theorem 5, we get that, for all v ∈ V , a, a′ ∈ Sv,

∑

s∈SN (v)\{v}

uv
as

∏

u∈N (v)\{v}
xu

su
>

∑

s∈SN (v)\{v}

uv
a′s

∏

u∈N (v)\{v}
xu

su
+ ǫ′/T ⇒ xv

a′ = 0, (13)

where T =
∏

u∈N (v)\{v}
∑

j∈Su
x

c(u)
(u,j) =

∏
u∈N (v)\{v} Pr[c(u) plays u] ≥ ( r

n − 1
M )d. By the definition

of ǫ′ it follows that ǫ′/T ≤ ǫ. Hence, from (13) it follows that {xv
a}v,a is an ǫ-Nash equilibrium of

the game GG.

We have the following extension of Theorem 6.

Theorem 10 For every fixed r > 1, there is a polynomial-time reduction from r-Nash to 3-
graphical Nash with two strategies per vertex.
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Proof. Let G̃ be a normal form game with r players, 1, 2, . . . , r, and strategy sets Sp = [n], for all
p ∈ [r], and let {ũp

s : p ∈ [r], s ∈ S} be the utilities of the players. Denote by G the game constructed
at the first step of Figure 9 which results from G̃ after rescaling all utilities by 1/max {ũp

s} so that
they lie in [0, 1]; let {up

s : p ∈ [r], s ∈ S} be the utilities of the players in game G. Also, let
ǫ < 1. In time polynomial in |G| + log(1/ǫ), we will specify a graphical game GG and an accuracy
ǫ′ with the property that, given an ǫ′-Nash equilibrium of GG, one can recover in polynomial time
an ǫ-Nash equilibrium of G. This will be enough, since an ǫ-Nash equilibrium of G is trivially an
ǫ ·max {ũp

s}-Nash equilibrium of game G̃ and, moreover, |G| is polynomial in |G̃|. In our reduction,
the graphical game GG will be the same as the one described in the proof of Theorem 6 (Figure 9),
while the accuracy specification will be of the form ǫ′ = ǫ/p(|G|), where p(·) is a polynomial that
will be be specified later. We will use the same labels for the vertices of the game GG that we used
in the proof Theorem 6.

Suppose NGG is some ǫ′-Nash equilibrium of the game GG and let {p[v(xp
j )]}j,p denote the

probabilities with which the vertices v(xp
j ) of GG play strategy 1. In the proof of Theorem 6 we

considered the following mapping from the Nash equilibria of game GG to the Nash equilibria of
game G:

xp
j := p[v(xp

j )], for all p and j. (14)

Although (14) succeeds in mapping exact equilibrium points, it fails for approximate equilibria, as
specified by the following remark —its justification follows from the proof of Lemma 9.

Remark 2 For any ǫ′ > 0, there exists an ǫ′-Nash equilibrium of game GG such that
∑

j p[v(xp
j )] 6=

1, for some player p ≤ r, and, moreover, p[v(Up
j )] > p[v(Up

j′)] + ǫ′, for some p ≤ r, j and j′, and,

yet, p[v(xp
j′)] > 0.

Recall from Section 4.3, that, for all p, j, the probability p[v(Up
j )] represents the utility of player

p for playing pure strategy j, when the other players play according to {xq
j := p[v(xq

j)]}j,q 6=p
5.

Therefore, not only the {xp
j := p[v(xp

j )]}j do not necessarily constitute a distribution —this could
be easily fixed by rescaling— but, also, the defining property of an approximate equilibrium (2) is in
question. The following lemma bounds the deviation from the approximate equilibrium conditions.

Lemma 9 In any ǫ′-Nash equilibrium of the game GG,

(i) for all p ∈ [r], |∑j p[v(xp
j )] − 1| ≤ 2cnǫ′, and,

(ii) for all p ∈ [r], j, j′ ∈ [n], p[v(Up
j )] > p[v(Up

j′)] + 5cnǫ′ ⇒ p[v(xp
j′)] ∈ [0, cnǫ′],

where c ≥ 1 is the maximum error amplification of the gadgets used in the construction of GG.

Proof. Note that at an ǫ′-Nash equilibrium of game GG the following properties are satisfied for
all p ∈ [r] by the vertices of game GG, since the error amplification of the gadgets is at most c:

5Note, however, that, since we are considering an ǫ
′-Nash equilibrium of game GG, the Equation (11) of Section

4.3 will be only satisfied approximately as specified by Lemma 11.
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p

[
v

(
n∑

i=1

xp
i

)]
= 1 (15)

p

[
v

(
j∑

i=1

xp
i

)]
= p

[
v

(
j+1∑

i=1

xp
i

)]
· (1 − p[vp

j ]) ± cǫ′,∀j < n (16)

p
[
v(xp

j+1)
]

= p

[
v

(
j+1∑

i=1

xp
i

)]
· p[vp

j ] ± cǫ′,∀j < n (17)

p [v(xp
1)] = p

[
v

(
1∑

i=1

xp
i

)]
± cǫ′ (18)

Proof of (i): By successive applications of (16) and (17), we deduce

n∑

j=1

p[v(xp
j )] =

n∑

j=2

{
p

[
v

(
j∑

i=1

xp
i

)]
· p[vp

j−1]

}
+ p

[
v

(
1∑

i=1

xp
i

)]
± cnǫ′

=

n∑

j=2

{
p

[
v

(
j∑

i=1

xp
i

)]
· p[vp

j−1]

}
+

(
p

[
v

(
2∑

i=1

xp
i

)]
· (1 − p[vp

1 ]) ± cǫ′
)

± cnǫ′

=

n∑

j=3

{
p

[
v

(
j∑

i=1

xp
i

)]
· p[vp

j−1]

}
+ p

[
v

(
2∑

i=1

xp
i

)]
± c(n + 1)ǫ′

= . . .

= p

[
v

(
n∑

i=1

xp
i

)]
± c(2n − 1)ǫ′

= 1 ± c(2n − 1)ǫ′

Proof of (ii): Let us first observe the behavior of vertices w(Up
j ) and vp

j in an ǫ′-Nash equilibrium.

• Behavior of w(Up
j ) vertices: The utility of vertex w(Up

j ) for playing strategy 0 is p[v(Up
≤j)],

whereas for playing 1 it is p[v(Up
j+1)]. Therefore,

p[v(Up
≤j)] > p[v(Up

j+1)] + ǫ′ ⇒ p[w(Up
j )] = 0

p[v(Up
j+1)] > p[v(Up

≤j)] + ǫ′ ⇒ p[w(Up
j )] = 1

|p[v(Up
j+1)] − p[v(Up

≤j)]| ≤ ǫ′ ⇒ p[w(Up
j )] can be anything

• Behavior of vp
j vertices: The utility of vertex vp

j for playing strategy 0 is 1 − p[w(Up
j )],

whereas for playing 1 it is p[w(Up
j )]. Therefore,

p[w(Up
j )] < 1−ǫ′

2 ⇒ p[vp
j ] = 0

p[w(Up
j )] > 1+ǫ′

2 ⇒ p[vp
j ] = 1

|p[w(Up
j )] − 1

2 | ≤ ǫ′

2 ⇒ p[vp
j ] can be anything
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Note that, since the error amplification of the gadget Gmax is at most c and computing p[v(Up
≤j)],

for all j, requires j applications of Gmax,

p[v(Up
≤j)] = max

i≤j
p[v(Up

i )] ± cǫ′j. (19)

To establish the second part of the claim, we need to show that, for all p, j, j′,

p[v(Up
j )] > p[v(Up

j′)] + 5cnǫ′ ⇒ p[v(xp
j′)] ∈ [0, ncǫ′].

1. Note that, if there exists some j′′ < j′ such that p[v(Up
j′′)] > p[v(Up

j′)] + cǫ′n, then

p[v(Up
≤j′−1)] = max

i≤j′−1
p[v(Up

i )] ± cǫ′(j′ − 1)

≥ p[v(Up
j′′)] − cǫ′(j′ − 1)

> p[v(Up
j′)] + cnǫ′ − cǫ′(j′ − 1) ≥ p[v(Up

j′)] + ǫ′.

Then, because p[v(Up
≤j′−1)] > p[v(Up

j′)] + ǫ′, it follows that p[w(Up
j′−1)] = 0 and p[vp

j′−1] = 0.
Therefore,

p[v(xp
j′)] = p


v




j′∑

i=1

xp
i




 · p[vp

j′−1] ± cǫ′ = ±cǫ′.

2. The case j < j′ reduces to the previous for j′′ = j.

3. It remains to deal with the case j > j′, under the assumption that, for all j′′ < j′,

p[v(Up
j′′)] ≤ p[v(Up

j′)] + cǫ′n.

which, in turn, implies

p[v(Up
≤j′)] < p[v(Up

j′)] + 2cǫ′n. (by (19))

Let us further distinguish the following subcases

(a) If there exists some k, j′ + 1 ≤ k ≤ j, such that p[v(Up
k )] > p[v(Up

≤k−1)] + ǫ′, then

p[w(Up
k−1)] = 1 ⇒ p[vp

k−1] = 1

⇒ p

[
v

(
k−1∑

i=1

xp
i

)]
= p

[
v

(
k∑

i=1

xp
i

)]
(1 − p[vp

k−1]) ± cǫ′ = ±cǫ′

⇒ p


v




j′∑

i=1

xp
i




 = ±(k − j′)cǫ′

(
by successive applications
of equation (16)

)

⇒ p
[
v(xp

j′)
]

= ±ncǫ′. (by (17), (18))

(b) If, for all k, j′ + 1 ≤ k ≤ j, it holds that p[v(Up
k )] ≤ p[v(Up

≤k−1)] + ǫ′, we will show a
contradiction; hence, only the previous case can hold. Towards a contradiction,we argue
first that

p[v(Up
≤j′+1)] ≥ p[v(Up

j )] − 2cnǫ′.

To show this, we distinguish the cases j = j′ + 1, j > j′ + 1.
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• In the case j = j′ + 1, we have

p[v(Up
≤j′+1)] ≥ max {p[v(Up

j′+1)],p[v(Up
≤j′)]}−cǫ′ ≥ p[v(Up

j′+1)]−cǫ′ = p[v(Up
j )]−cǫ′.

• In the case j > j′ + 1, we have for all k, j′ + 2 ≤ k ≤ j,

p[v(Up
≤k−1)] ≥ max {p[v(Up

≤k−1)],p[v(Up
k )]} − ǫ′ ≥ p[v(Up

≤k)] − cǫ′ − ǫ′,

where the last inequality holds since the game Gmax has error amplification at most
c. Summing these inequalities for j′ + 2 ≤ k ≤ j, we deduce that

p[v(Up
≤j′+1)] ≥ p[v(Up

≤j)] − (cǫ′ + ǫ′)(n − 2)

≥ max {p[v(Up
j )],p[v(Up

≤j−1)]} − cǫ′ − (cǫ′ + ǫ′)(n − 2)

≥ p[v(Up
j )] − 2cǫ′n.

It follows that
p[v(Up

≤j′+1)] > p[v(Up
j′)] + 3cnǫ′.

But,
p[v(Up

≤j′+1)] ≤ max {p[v(Up
j′+1)],p[v(Up

≤j′)]} + cǫ′

and recall that
p[v(Up

≤j′)] < p[v(Up
j′)] + 2cǫ′n.

We can deduce that

max {p[v(Up
j′+1)],p[v(Up

≤j′)]} = p[v(Up
j′+1)],

which combined with the above implies

p[v(Up
j′+1)] ≥ p[v(Up

j′)] + 3cnǫ′ − cǫ′ > p[v(Up
≤j′)] + ǫ′.

From Lemma 9, it follows that the extraction of an ǫ-Nash equilibrium of game G from an ǫ′-Nash
equilibrium of game GG cannot be done by just interpreting the values {xp

j := p[v(xp
j )]}j as the

mixed strategy of player p. What we show next is that, for the right choice of ǫ′, a trim and
renormalize transformation succeeds in deriving an ǫ-Nash equilibrium of game G from an ǫ′-Nash
equilibrium of game GG. Indeed, for all p ≤ r, suppose that {x̂p

j}j are the values derived from {xp
j}j

by setting

x̂p
j =

{
0, if xp

j ≤ cnǫ′

xp
j , otherwise

and then renormalizing the resulting values {x̂p
j}j so that

∑
j x̂p

j = 1.

Lemma 10 There exists a polynomial p(·) such that, if {{xp
j}j}p is an ǫ/p(|G|)-Nash equilibrium

of game GG, then the trimmed and renormalized values {{x̂p
j}j}p constitute an ǫ-Nash equilibrium

of game G.

Proof. We first establish the following useful lemma
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Lemma 11 At an ǫ′-Nash equilibrium of game GG, for all p, j, it holds that

p[v(Up
j )] =

∑

s∈S−p

up
jsx

1
s1
· · · xp−1

sp−1
xp+1

sp+1
· · · xr

sr
± 2nr−1ζr,

where c is the maximum error amplification of the gadgets used in the construction of GG, ζr =
cǫ′ + ((1 + ζ)r − 1)(cǫ′ + 1), ζ = 2r log n cǫ′.

Proof. Using the same notation as in Section 4.3, let S−p = {S−p(1), . . . , S−p(n
r−1)}, so that

∑

s∈S−p

up
jsxs =

nr−1∑

ℓ=1

up
jS−p(ℓ)xS−p(ℓ).

Recall that in GG, for each partial sum
∑z

ℓ=1 up
jS−p(ℓ)xS−p(ℓ), 1 ≤ z ≤ nr−1, we have included

vertex v(
∑z

ℓ=1 up
jS−p(ℓ)xS−p(ℓ)). Similarly, for each partial product of the summands up

js

∏
p 6=q≤z xq

sq ,

0 ≤ z ≤ r, we have included vertex v(up
js

∏
p 6=q≤z xq

sq). Note that, since we have rescaled the utilities
to the set [0, 1], all partial sums and products must also lie in [0, 1]. Note, moreover, that, to avoid
large degrees in the resulting graphical game, each time we need to make use of a value xq

sq we create
a new copy of the vertex v(xq

sq) using the gadget G= and, then, use the new copy for the computation
of the desired partial product; an easy calculation shows that we have to make (r−1)nr−1 copies of
v(xq

sq), for all q ≤ r, sq ∈ Sq. To limit the degree of each vertex to 3 we create a binary tree of copies
of v(xq

sq) with (r − 1)nr−1 leaves and use each leaf once. Then, because of the error amplification
of G=, this already induces an error of ±⌈log (r − 1)nr−1⌉cǫ′ to each of the factors of the partial
products. The following lemma characterizes the error that results from the error amplification of
our gadgets in the computation of the partial products and can be proved easily by induction.

Lemma 12 For all p ≤ r, j ∈ Sp, s ∈ S−p and z ≤ r,

p


v


up

js

∏

p 6=ℓ≤z

xℓ
sℓ




 = up

js

∏

p 6=ℓ≤z

xℓ
sℓ
± ζz, (20)

where ζz = cǫ′ + ((1 + ζ)z − 1)(cǫ′ + 1), ζ = 2r log n cǫ′.

The following lemma characterizes the error in the computation of the partial sums and can be
proved by induction using the previous lemma for the base case.

Lemma 13 For all p ≤ r, j ∈ Sp and z ≤ nr−1,

p

[
v

(
z∑

ℓ=1

up
jS−p(ℓ)xS−p(ℓ)

)]
=

z∑

ℓ=1

up
jS−p(ℓ)xS−p(ℓ) ± (zζr + (z − 1)cǫ′), (21)

where ζr is defined as in Lemma 12.

From Lemma 13 we can deduce, in particular, that for all p ≤ r, j ∈ Sp,

p[v(Up
j )] =

∑

s∈S−p

up
jsxs ± 2nr−1ζr.

48



Lemma 14 For all p ≤ r, j ∈ Sp,
∣∣∣∣∣∣

∑

s∈S−p

up
jsxs −

∑

s∈S−p

up
jsys

∣∣∣∣∣∣
≤ max

s∈S−p

{up
js}
∑

q 6=p

∑

i∈Sq

|xq
i − yq

i |.

Proof. We have
∣∣∣∣∣∣

∑

s∈S−p

up
jsxs −

∑

s∈S−p

up
jsys

∣∣∣∣∣∣
≤
∑

s∈S−p

up
js |xs − ys| ≤ max

s∈S−p

{up
js}

∑

s∈S−p

|xs − ys| . (22)

Let us denote by X q the random variable, ranging over the set Sq, which represents the mixed
strategy {xq

i }i∈Sq , q ≤ r. Similarly define the random variable Yq from the mixed strategy {yq
i }i∈Sq ,

q ≤ r. Note, then, that 1
2

∑
s∈S−p

|xs − ys| is precisely the total variation distance between the

vector random variable (X q)q 6=p and the vector random variable (Yq)q 6=p. That is,

1

2

∑

s∈S−p

|xs − ys| = ||(X q)q 6=p − (Yq)q 6=p||TV . (23)

By the coupling lemma, we have that

||(X q)q 6=p − (Yq)q 6=p||TV ≤ Pr ((X q)q 6=p 6= (Yq)q 6=p) ,

for any coupling of (X q)q 6=p and (Yq)q 6=p. Applying a union bound to the right hand side of the
above implies

||(X q)q 6=p − (Yq)q 6=p||TV ≤
∑

q 6=p

Pr (X q 6= Yq) . (24)

Now let us fix a coupling between (X q)q 6=p and (Yq)q 6=p so that, for all q 6= p,

Pr (X q 6= Yq) = ||X q − Yq||TV .

Such a coupling exists by the coupling lemma for each q 6= p individually, and for the whole vectors
(X q)q 6=p and (Yq)q 6=p it exists because also the X q’s are independent and so are the Yq’s. Then
(24) implies that

||(X q)q 6=p − (Yq)q 6=p||TV ≤
∑

q 6=p

||X q − Yq||TV ,

so that from (22), (23) we get
∣∣∣∣∣∣

∑

s∈S−p

up
jsxs −

∑

s∈S−p

up
jsys

∣∣∣∣∣∣
≤ max

s∈S−p

{up
js}2

∑

q 6=p

||X q − Yq||TV . (25)

Now, note that, for all q,

||X q − Yq||TV =
1

2

∑

i∈Sq

|xq
i − yq

i |.

Hence, (25) implies
∣∣∣∣∣∣

∑

s∈S−p

up
jsxs −

∑

s∈S−p

up
jsys

∣∣∣∣∣∣
≤ max

s∈S−p

{up
js}
∑

q 6=p

∑

i∈Sq

|xq
i − yq

i |.
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We can conclude the proof of Lemma 10, by invoking Lemmas 11 and 14. Indeed, by the
definition of the {x̂p

j}, it follows that for all p, j ∈ Sp,

x̂p
j =

{
xp

j

Λp , xp
j > cnǫ′

0, xp
j ≤ cnǫ′

,

where
1 ≥ Λp =

∑

j∈Sp

xp
jX{xp

j >cnǫ′} = 1 −
∑

j∈Sp

xp
jX{xp

j≤cnǫ′} ≥ 1 − n · cnǫ′,

where X{·} is the indicator function. Therefore,

|x̂p
j − xp

j | =

{
xp

j

Λp − xp
j , xp

j > cnǫ′

xp
j , xp

j ≤ cnǫ′
,

which implies

|x̂p
j − xp

j | ≤
{

1
Λp − 1, xp

j > cnǫ′

cnǫ′, xp
j ≤ cnǫ′

.

So,

|x̂p
j − xp

j | ≤ max

{
cnǫ′,

n2cǫ′

1 − n2cǫ′

}
=: δ1,

which by Lemma 14 implies that

∣∣∣∣∣∣

∑

s∈S−p

up
jsxs −

∑

s∈S−p

up
jsx̂s

∣∣∣∣∣∣
≤ max

s∈S−p

{up
js}(r − 1)nδ1 ≤ (r − 1)nδ1 =: δ2, (26)

where the second inequality follows from the fact that we have rescaled the utilities so that they
lie in [0, 1].

Choosing ǫ′ = ǫ
40cr2nr+1 , we will argue that the conditions of an ǫ-Nash equilibrium are satisfied by

the mixed strategies {x̂p
j}p,j. First, note that:

(1 + 2r log n cǫ′)r − 1 ≤
(
1 +

ǫ

20rnr

)r
− 1 ≤ exp

{ ǫ

20nr

}
− 1 ≤ ǫ

10nr
,

which implies that

2nr−1ζr ≤ 2nr−1
(
cǫ′ +

ǫ

10nr
(cǫ′ + 1)

)
≤ 2nr−1 1.5ǫ

10nr
=

3ǫ

10n
≤ 0.3ǫ

n
.

Also, note that

δ1 = max

{
cnǫ′,

n2cǫ′

1 − n2cǫ′

}
≤ 2n2cǫ′,

which gives

δ2 = (r − 1)nδ1 ≤ rn2n2c
ǫ

40cr2nr+1
≤ ǫ

20r
.
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Thus, for all p ≤ r, j, j′ ∈ Sp, we have that

∑

s∈S−p

up
jsx̂s >

∑

s∈S−p

up
j′sx̂s + ǫ ⇒

∑

s∈S−p

up
jsxs + δ2 >

∑

s∈S−p

up
j′sxs − δ2 + ǫ (using (26))

⇒
∑

s∈S−p

up
jsxs >

∑

s∈S−p

up
j′sxs + ǫ − 2δ2

⇒ p[v(Up
j )] + 2nr−1ζr > p[v(Up

j′)] − 2nr−1ζr + ǫ − 2δ2 (using Lemma 11)

⇒ p[v(Up
j )] > p[v(Up

j′)] − 4nr−1ζr + ǫ − 2δ2

⇒ p[v(Up
j )] > p[v(Up

j′)] + 5cnǫ′

⇒ xp
j′ ≤ cnǫ′ (using Lemma 9)

⇒ x̂p
j′ = 0.

Therefore, {x̂p
j} is indeed an ǫ-Nash equilibrium of game G, which concludes the proof of the

lemma.

We have the following extension of Theorem 8.

Theorem 11 For every fixed r > 1, there is a polynomial-time reduction from r-Nash to 3-Nash.

Proof. The proof follows immediately from the proofs of Theorems 9 and 10. Indeed, observe
that the reduction of Theorem 10 still holds when we use the gadget G+,∗ of Section 4.5 for the
construction our graphical games, since the gadget G+,∗ has constant error amplification. There-
fore, the problem of computing an ǫ-Nash equilibrium of a r-player normal form game G can be
polynomially reduced to computing an ǫ′-Nash equilibrium of a graphical game GG′ which can be
legally colored with 3 colors (after performing the “glueing” step described in the end of the proof
of Theorem 8 and appropriately adjusting the ǫ′ specified in the proof of Theorem 10). Observe,
further, that the reduction of Theorem 9 can be used to map the latter to computing an ǫ′′-Nash
equilibrium of a 3-player normal form game G′′, since the number of players that are required for
G′′ is equal to the minimum number of colors needed for a legal coloring of GG′. The claim follows
by combining the reductions.

4.7 Reductions Between Different Notions of Approximation

We establish a polynomial time reduction from the problem of computing an approximately well
supported Nash equilibrium to the problem of computing an approximate Nash equilibrium. As
pointed out in Section 2, the reduction in the opposite direction is trivial, since an ǫ-approximately
well supported Nash equilibrium is also an ǫ-approximate Nash equilibrium.

Lemma 15 Given an ǫ-approximate Nash equilibrium {xp
j}j,p of a game G we can compute in

polynomial time a
√

ǫ · (√ǫ + 1 + 4(r − 1)max {u})-approximately well supported Nash equilibrium
{x̂p

j}j,p, where r is the number of players in G and max {u} is the maximum entry in the payoff
tables of G.
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Proof. Since {xp
j}j,p is an ǫ-approximate Nash equilibrium, it follows that for every player p ≤ r

and every mixed strategy {yp
j }j for that player

∑

s∈S

up
s · xs−p

· xp
sp

≥
∑

s∈S

up
s · xs−p

· yp
sp

− ǫ.

Equivalently,

∀p ≤ r, ∀ {yp
j }j∈Sp :

∑

j∈Sp


 ∑

s−p∈S−p

up
js−p

xs−p


xp

j ≥
∑

j∈Sp


 ∑

s−p∈S−p

up
js−p

xs−p


 yp

j − ǫ. (27)

For all p ≤ r, denote Up
j =

∑
s−p∈S−p

up
js−p

xs−p
, for all j ∈ Sp, and Up

max = maxj Up
j . Then, if we

choose {yp
j }j to be some pure strategy from the set arg maxj Up

j , (27) implies

∀p ≤ r :
∑

j∈Sp

Up
j xp

j ≥ Up
max − ǫ. (28)

Now, let us fix some player p ≤ r. We want to upper bound the probability mass that the
distribution {xp

j}j assigns to pure strategies j ∈ Sp which give expected utility Up
j more than an

additive ǫk smaller than Up
max, for some k to be specified later. The following bound is easy to

derive using (28).

Claim 5 For all p, set

zp =
∑

j∈Sp

xp
j · X{Up

j <Up
max−ǫk},

where XA is the characteristic function of the event A. Then

zp ≤ 1

k
.

Let us consider then the strategy profile {x̂p
j}j,p defined as follows

∀p, j ∈ Sp : x̂p
j =





xp
j

1−zp , Up
j ≥ Up

max − ǫk

0, otherwise

We establish the following bound on the L1 distance between the strategy profiles {xp
j}j and {x̂p

j}j .

Claim 6 For all p,
∑

j∈Sp
|xp

j − x̂p
j | ≤ 2

k−1 .
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Proof. Denote Sp,1 := {j | j ∈ Sp,Up
j ≥ Up

max − ǫk} and Sp,2 := Sp \ Sp,1. Then

∑

j∈Sp

|xp
j − x̂p

j | =
∑

j∈Sp,1

|xp
j − x̂p

j | +
∑

j∈Sp,2

|xp
j − x̂p

j |

=
∑

j∈Sp,1

∣∣∣∣∣x
p
j −

xp
j

1 − zp

∣∣∣∣∣+
∑

j∈Sp,2

|xp
j |

=
∑

j∈Sp,1

∣∣∣∣∣x
p
j −

xp
j

1 − zp

∣∣∣∣∣+ zp

≤ zp

1 − zp

∑

j∈Sp,1

xp
j + zp

≤ 1

k − 1
+

1

k
≤ 2

k − 1
.

Now, for all players p, let Ûp
j and Ûp

max be defined similarly to Up
j and Up

max. Recall Lemma 14 from
Section 4.6.

Lemma 16 For all p, j ∈ Sp,

|Up
j − Ûp

j | ≤ max
s∈S−p

{up
js}
∑

p′ 6=p

∑

j∈Sp′

|xp′

j − x̂p′

j |.

Let us then take ∆2 = 2 r−1
k−1 maxp,j∈Sp,s∈S−p

{up
js}. Claim 6 and Lemma 16 imply that the strategy

profile {x̂p
j}j,p satisfies

∀p,∀j ∈ Sp : |Up
j − Ûp

j | ≤ ∆2.

We will establish that {x̂p
j}j,p is a (ǫk + 2∆2)-Nash equilibrium. Equivalently, we shall establish

that
∀p,∀i, j ∈ Sp : Ûp

j < Ûp
i − (ǫk + 2∆2) ⇒ x̂p

j = 0.

Indeed,

Ûp
j < Ûp

i − (ǫk + 2∆2) ⇒ Up
j − ∆2 < Up

i + ∆2 − (ǫk + 2∆2)

⇒ Up
j < Up

i − (ǫk + 2∆2 − 2∆2)

⇒ Up
j < Up

max − ǫk

⇒ x̂p
j = 0.

Taking k = 1+ 1√
ǫ
, it follows that {x̂p

j}j,p is a
√

ǫ·(√ǫ+1+4(r−1)max{up
js})-Nash equilibrium.
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5 The Main Reduction

We prove our main result, namely

Theorem 12 Both 3-Nash and 3-graphical Nash are PPAD-complete.

Proof. That 3-Nash is in PPAD follows from Theorem 1. That 3-graphical Nash is in PPAD

follows by reducing it to 3-Nash, by Theorem 4, and then invoking Theorem 1. We hence focus
on establishing the PPAD-hardness of the problems.

The reduction is from the problem Brouwer defined in Section 3.3. Given an instance of
Brouwer, that is a circuit C with 3n input bits and 2 output bits describing a Brouwer function
as specified in Section 3.3, we construct a graphical game G, with maximum degree three, that
simulates the circuit C, and specify an accuracy ǫ, so that, given an ǫ-Nash equilibrium of G, one
can find in polynomial time a panchromatic vertex of the Brouwer instance. Then, since, by
Theorem 4, 3-graphical Nash reduces to 3-Nash, this completes the proof.

The graphical game G that we construct will be binary, in that each vertex v in it will have two
strategies, and thus, at equilibrium, will represent a real number in [0, 1], denoted p[v]. (Letting 0
and 1 denote the strategies, p[v] is the probability that v plays 1.) There will be three distinguished
vertices vx, vy, and vz which will represent the coordinates of a point in the three dimensional cube
and the construction will guarantee that in any Nash equilibrium of game G this point will be close
to a panchromatic vertex of the given Brouwer instance.

The building blocks of G will be the game-gadgets Gα,G×α,G=,G+,G−,G∗ that we constructed
in Section 4.1 plus a few new gadgets. Recall from Propositions 1, 2 and 4, Figures 4, 3 and 5, that

Lemma 17 There exist binary graphical games Gα, where α is any rational in [0, 1], G×α, where
α is any non-negative rational, G=,G+,G−,G∗, with at most four players a, b, c, d each, such that,
in all games, the payoffs of a and b do not depend on the choices of the other vertices c, d, and, for
ǫ < 1,

1. in every ǫ-Nash equilibrium of game Gα, we have p[d] = α ± ǫ;

2. in every ǫ-Nash equilibrium of game G×α, we have p[d] = min(1, αp[a]) ± ǫ;

3. in every ǫ-Nash equilibrium of game G=, we have p[d] = p[a] ± ǫ;

4. in every ǫ-Nash equilibrium of game G+, we have p[d] = min{1,p[a] + p[b]} ± ǫ;

5. in every ǫ-Nash equilibrium of game G−, we have p[d] = max{0,p[a] − p[b]} ± ǫ;

6. in every ǫ-Nash equilibrium of game G∗, we have p[d] = p[a] · p[b] ± ǫ;

where by x = y ± ǫ we denote y − ǫ ≤ x ≤ y + ǫ.

Let us, further, define a comparator game G<.

Lemma 18 There exists a binary graphical game G< with three players a, b and d such that the
payoffs of a and b do not depend on the choices of d and, in every ǫ-Nash equilibrium of the game,
with ǫ < 1, it holds that p[d] = 1, if p[a] < p[b] − ǫ, and p[d] = 0, if p[a] > p[b] + ǫ.

Proof. Let us define the payoff table of player d as follows: d receives a payoff of 1 if d plays 0 and
a plays 1, and d receives a payoff of 1 if d plays 1 and b plays 1, otherwise d receives a payoff of 0.
Equivalently, d receives an expected payoff of p[a], if d plays 0, and an expected payoff of p[b], if
d plays 1. It immediately follows that, if in an ǫ-Nash equilibrium p[a] < p[b] − ǫ, then p[d] = 1,
whereas, if p[a] > p[b] + ǫ, p[d] = 0.
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Figure 13: Brittleness of Comparator Games.

Notice that, in G<, p[d] is arbitrary if |p[a] − p[b]| ≤ ǫ; hence we call it the brittle comparator. As
an aside, it is not hard to see that a robust comparator, one in which d is guaranteed, in an exact
Nash equilibrium, to be, say, 0 if p[a] = p[b], cannot exist, since it could be used to produce a
simple graphical game with no Nash equilibrium, contradicting Nash’s theorem. For completeness
we present such a game in Figure 13, where vertices e and b constitute a G1 game so that, in any
Nash equilibrium, p[b] = 1, vertices d, f , a constitute a G= game so that, in any Nash equilibrium,
p[a] = p[d] and vertices a, b, d constitute a comparator game with the hypothetical behavior
that p[d] = 1, if p[a] < p[b] and p[d] = 0, if p[a] ≥ p[b]. Then it is not hard to argue that the
game of Figure 13 does not have a Nash equilibrium contrary to Nash’s theorem: indeed if, in a
Nash equilibrium, p[a] = 1, then p[d] = 0, since p[a] = 1 = p[b], and so p[a] = p[d] = 0, by
G=, a contradiction; on the other hand, if, in a Nash equilibrium, p[a] < 1, then p[d] = 1, since
p[a] < 1 = p[b], and so p[a] = p[d] = 1, by G=, again a contradiction.

To continue with our reduction from Brouwer to 3-graphical nash, we include the following
vertices to the graphical game G.

• the three coordinate vertices vx, vy, vz,

• for i ∈ {1, 2, . . . , n}, vertices vbi(x), vbi(y) and vbi(z), whose p-values correspond to the i-th
most significant bit of p[vx], p[vy], p[vz],

• for i ∈ {1, 2, . . . , n}, vertices vxi
, vyi

and vzi
, whose p-values correspond to the fractional num-

ber resulting from subtracting from p[vx], p[vy], p[vz] the fractional numbers corresponding
to the i − 1 most significant bits of p[vx], p[vy], p[vz] respectively.

We can extract these values by computing the binary representation of ⌊p[vx]2n⌋ and similarly
for vy and vz, that is, the binary representations of the integers i, j, k such that (x, y, z) =
(p[vx],p[vy],p[vz ]) lies in the cubelet Kijk. This is done by a graphical game that simulates,
using the arithmetical gadgets of Lemmas 17 and 18, the following algorithm (< (a, b) is 1 if a ≤ b
and 0 if a > b):

x1 = x;
for i = 1, . . . , n do:

{bi(x) :=< (2−i, xi); xi+1 := xi − bi(x) · 2−i};
similarly for y and z;

This is accomplished in G by connecting these vertices as prescribed by Lemmas 17 and 18, so that
p[vxi

],p[vbi(x)], etc. approximate the value of xi, bi(x) etc. as computed by the above algorithm.
The following lemma (when applied with m = n) shows that this device properly decodes the first
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n bits of the binary expansion of x = p[vx], as long as x is not too close to a multiple of 2−n

(suppose ǫ << 2−n to be fixed later).

Lemma 19 For m ≤ n, if
∑m

i=1 bi2
−i + 3mǫ < p[vx] <

∑m
i=1 bi2

−i + 2−m − 3mǫ for some
b1, . . . , bm ∈ {0, 1}, then, in every ǫ-Nash equilibrium of G, p[vbj(x)] = bj, and p[vxj+1 ] = p[vx] −∑j

i=1 bi2
−i ± 3jǫ, for all j ≤ m.

Proof. The proof is by induction on j. For j = 1, the hypothesis
∑m

i=1 bi2
−i + 3mǫ < p[vx] <∑m

i=1 bi2
−i + 2−m − 3mǫ implies, in particular, that

b1

2
+ 3ǫ ≤

m∑

i=1

bi2
−i + 3mǫ < p[vx] <

m∑

i=1

bi2
−i + 2−m − 3mǫ ≤ b1

2
+

1

2
− 3ǫ

and, since p[vx1 ] = p[vx] ± ǫ, it follows that

b1

2
+ 2ǫ < p[vx1] <

b1

2
+

1

2
− 2ǫ.

By Lemma 18, this implies that p[vb1(x)] = b1; note that the preparation of the constant 1
2 —against

which a comparator game compares the value p[vx1 ]— is done via a G 1
2

game which introduces an

error of ±ǫ. For the computation of p[vx2 ], the multiplication of p[vb1(x)] by 1
2 and the subtraction

of the product from p[vx1 ] introduce an error of ±ǫ each and, therefore, p[vx2 ] = p[vx1 ]− b1
1
2 ± 2ǫ.

And, since p[vx1 ] = p[vx] ± ǫ, it follows that p[vx2 ] = p[vx] − b1
1
2 ± 3ǫ, as required.

Supposing that the claim holds up to j − 1 ≤ m − 1, we will show that it holds for j. By the
induction hypothesis, we have that p[vxj

] = p[vx] −∑j−1
i=1 bi2

−i ± 3(j − 1)ǫ. Combining this with∑m
i=1 bi2

−i + 3mǫ < p[vx] <
∑m

i=1 bi2
−i + 2−m − 3mǫ, it follows that

m∑

i=j

bi2
−i + 3(m − (j − 1))ǫ < p[vxj

] <

m∑

i=j

bi2
−i + 2−m − 3(m − (j − 1))ǫ

which implies
bj

2j
+ 2ǫ < p[vxj

] <
bj

2j
+

1

2j
− 2ǫ.

Continue as in the base case.

Assuming that x = p[vx], y = p[vy], z = p[vz] are all at distance greater than 3nǫ from any
multiple of 2−n, the part of G that implements the above algorithm computes i, j, k such that the
point (x, y, z) lies in the cubelet Kijk; that is, there are 3n vertices of the game G whose p values are
equal to the n bits of the binary representation of i, j, k. Once we have the binary representations
of i, j, k, we can feed them into another part of G that simulates the circuit C. We could simulate
the circuit by having vertices that represent gates, using addition (with ceiling 1) to simulate or,
multiplication for and, and 1−x for negation. However, there is a simpler way, one that avoids the
complications related to accuracy, to simulate Boolean functions under the assumption that the
inputs are 0 or 1:

Lemma 20 There are binary graphical games G∨,G∧,G¬ with two input players a, b (one input
player a for G¬) and an output player c such that the payoffs of a and b do not depend on the
choices of c, and, at any ǫ-Nash equilibrium with ǫ < 1/4 in which p[a],p[b] ∈ {0, 1}, p[c] is also
in {0, 1}, and is in fact the result of applying the corresponding Boolean function to the inputs.
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Proof. These games are in the same spirit as G<. In G∨, for example, the payoff to c is 1/2 if
it plays 0; if c plays 1 its payoff is 1 if at least one of a, b plays 1, and it is 0 if they both play 0.
Similarly for G∧ and G¬.

It would seem that all we have to do now is to close the loop as follows: in addition to the part of G
that computes the bits of i, j, k, we could have a part that simulates circuit C in the neighborhood
of Kijk and decides whether among the vertices of the cubelet Kijk there is a panchromatic one; if
not, the vertices vx, vy and vz could be incentivized to change their p values, say in the direction
δC(i,j,k), otherwise stay put. To simulate a circuit evaluation in G we could have one vertex for
each gate of the circuit so that, in any ǫ-Nash equilibrium in which all the p[vbi(x)]’s are 0 − 1,
the vertices corresponding to the outputs of the circuit also play pure strategies, and, furthermore,
these strategies correspond correctly to the outputs of the circuit.

But, as we mentioned above, there is a problem: Because of the brittle comparators, at the
boundaries of the cubelets the vertices that should represent the values of the bits of i, j, k hold in
fact arbitrary reals and, therefore, so do the vertices that represent the outputs of the circuit, and
this noise in the calculation can create spurious Nash equilibria. Suppose for example that (x, y, z)
lies on the boundary between two cubelets that have color 1, i.e. their centers are assigned vector
δ1 by C, and none of these cubelets has a panchromatic vertex. Then there ought not to be a Nash
equilibrium with p[vx] = x, p[vy] = y, p[vz] = z. We would want that, when p[vx] = x, p[vy] = y,
p[vz] = z, the vertices vx, vy, vz have the incentive to shift their p values in direction δ1, so that vx

prefers to increase p[vx]. However, on a boundary between two cubelets, some of the “bit values”
that get loaded into the vertices vbi(x), could be other than 0 and 1, and then there is nothing we
can say about the output of the circuit that processes these values.

To overcome this difficulty, we resort to the following averaging maneuver: We repeat the above
computation not just for the point (x, y, z), but also for all M = (2m + 1)3 points of the form
(x + p · α, y + q · α, z + s · α), for −m ≤ p, q, s ≤ m, where m is a large enough constant to be fixed
later (we show below that m = 20 is sufficient). The vertices vx, vy, vz are then incentivized to
update their values according to the consensus of the results of these computations, most of which
are reliable, as we shall show next.

Let us first describe this averaging in more detail. It will be convenient to assume that the
output of C is a little more explicit than 3 bits: let us say that C computes six bits ∆x+, ∆x−,
∆y+, ∆y−, ∆z+, ∆z−, such that at most one of ∆x+, ∆x− is 1, at most one of ∆y+, ∆y−

is 1, and similarly for z, and the increment of the Brouwer function at the center of Kijk is
α · (∆x+ −∆x−,∆y+ −∆y−,∆z+ −∆z−), equal to one of the vectors δ0, δ1, δ2, δ3 specified in the
definition of Brouwer, where recall α = 2−2n.

The game G has the following structure: Starting from (x, y, z), some part of the game is devoted
to calculating the points (x + p · α, y + q · α, z + s · α), −m ≤ p, q, s ≤ m. Then, another part
evaluates the circuit C on the binary representation of each of these points yielding 6M output
bits, ∆x+

1 , . . . ,∆z−M . A final part calculates the following averages

(δx+, δy+, δz+) =
α

M

M∑

t=1

(∆x+
t ,∆y+

t ,∆z+
t ), (29)

(δx−, δy−, δz−) =
α

M

M∑

t=1

(∆x−
t ,∆y−t ,∆z−t ), (30)

which correspond to the average positive, respectively negative, shift of all M points.
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We have already described above how to implement the bit extraction and the evaluation of
a circuit using the gadgets of Lemmas 17, 18 and 20. The computation of points (x + p · α, y +
q · α, z + s · α), for all −m ≤ p, q, s ≤ m, is also easy to implement by preparing the values α|p|,
α|q|, α|s|, using gadgets Gα|p|, Gα|q|, Gα|s|, and then adding or subtracting the results to x, y and z
respectively, depending on whether p is positive or not and similarly for q and s. Of course, these
computations are subject to truncations at 0 and 1 (see Lemma 17).

To implement the averaging of Equations (29) and (30) we must be careful on the order of
operations. Specifically, we first have to multiply the 6 outputs, ∆x+

t , ∆x−
t , ∆y+

t , ∆y−t , ∆z+
t , ∆z−t ,

of each circuit evaluation by α
M using the G× α

M
gadget and, having done so, we then implement

the additions (29) and (30). Since α will be a very small constant, by doing so we avoid undesired
truncations at 0 and 1.

We can now close the loop by inserting equality, addition and subtraction gadgets, G=, G+, G−,
that force, at equilibrium, x to be equal to (x′ + δx+)− δx−, where x′ is a copy of x created using
G=, and similarly for y and z. Note that in G we respect the order of operations when implementing
(x′ + δx+)− δx− to avoid undesired truncations at 0 or 1 as we shall see next. This concludes the
reduction; it is clear that it can be carried out in polynomial time.

Our proof is concluded by the following claim. For the following lemma we choose ǫ = α2.
Recall from our definition of Brouwer that α = 2−2n.

Lemma 21 In any ǫ-Nash equilibrium of the game G, one of the vertices of the cubelet(s) that
contain (p[vx],p[vy],p[vz ]) is panchromatic.

Proof. We start by pointing out a simple property of the increments δ0, . . . , δ3:

Lemma 22 Suppose that for nonnegative integers k0, . . . , k3 all three coordinates of
∑3

i=0 kiδi are
smaller in absolute value than αK

5 where K =
∑3

i=0 ki. Then all four ki are positive.

Proof. For the sake of contradiction, suppose that k1 = 0. It follows that k0 < K/5 (otherwise
the negative x coordinate of

∑3
i=0 kiδi would be too large), and thus one of k2, k3 is larger than

2K/5, which makes the corresponding coordinate of
∑3

i=0 kiδi too large, a contradiction. Similarly
if k2 = 0 or k3 = 0. Finally, if k0 = 0 then one of k1, k2, k3 is at least K/3 and the associated
coordinate of

∑3
i=0 kiδi at least αK/3, again a contradiction.

Let us denote by vδx+ , {v∆x+
t
}1≤t≤M the vertices of G that represent the values δx+, {∆x+

t }1≤t≤M .

To implement the averaging

δx+ =
α

M

M∑

t=1

∆x+
t

inside G, we first multiply each p[v∆x+
t
] by α

M using a G α
M

gadget and we then sum the results by a

sequence of addition gadgets. Since each of these operations induces an error of ±ǫ and there are
2M − 1 operations it follows that

p[vδx+ ] =
α

M

M∑

t=1

p[v∆x+
t
] ± (2M − 1)ǫ. (31)

Similarly, denoting by vδx− , {v∆x−
t
}1≤t≤M the vertices of G that represent the values δx−, {∆x−

t }1≤t≤M ,

it follows that

p[vδx− ] =
α

M

M∑

t=1

p[v∆x−
t
] ± (2M − 1)ǫ, (32)
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and similarly for directions y and z.

We continue the proof by distinguishing two subcases for the location of (x, y, z) = (p[vx],p[vy ],p[vz ])

(a) the point (p[vx],p[vy],p[vz ]) is further than (m + 1)α from every face of the cube [0, 1]3,

(b) the point (p[vx],p[vy ],p[vz]) is at distance at most (m+1)α from some face of the cube [0, 1]3.

Case (a): Denoting by vx+p·α the player of G that represents x+ p ·α, the small value of ǫ relative
to α implies that at most one of the values p[vx+p·α], −m ≤ p ≤ m, can be 3nǫ-close to a multiple
of 2−n, and similarly for the directions y and z. Indeed, recall that x + p · α is computed from x
by first preparing the value |p|α via a G|p|α gadget and then adding or subtracting the result to x
—depending on whether p is positive or not— using G+ or G−. It follows that

p[vx+p·α] = p[vx] + p · α ± 2ǫ, (33)

since each gadget introduces an error of ±ǫ, where note that there are no truncations at 0 or 1,
because, by assumption, (m + 1)α < p[vx] < 1 − (m + 1)α. Consequently, for p > p′,

p[vx+p·α] − p[vx+p′·α] ≥ (p − p′) · α − 4ǫ > 6nǫ,

and, moreover,

p[vx+m·α] − p[vx−m·α] ≤ 2m · α + 4ǫ << 2−n, (34)

since m is a constant, α = 2−2n, ǫ = α2, and n is assumed to be large enough. Hence, from among
the M = (2m+1)3 circuit evaluations, all but at most 3(2m+1)2, or at least K = (2m−2)(2m+1)2,
compute legitimate, i.e. binary, ∆x+ etc. values.

Let us denote by K ⊆ {−m, . . . ,m}3, |K| ≥ K, the set of values (p, q, r) for which the bit
extraction from (p[vx+p·α],p[vy+q·α],p[vz+r·α]) results in binary outputs and, consequently, so does
the circuit evaluation. Let

SK =
α

M

∑

t∈K
(p[v∆x+

t
] − p[v∆x−

t
],p[v∆y+

t
] − p[v∆y−

t
],p[v∆z+

t
] − p[v∆z−t

]), (35)

SKc =
α

M

∑

t/∈K
(p[v∆x+

t
] − p[v∆x−

t
],p[v∆y+

t
] − p[v∆y−

t
],p[v∆z+

t
] − p[v∆z−t

]). (36)

Recall that we have inserted gadgets G+, G− and G= in G to enforce that in a Nash equilibrium
x = x′ + δx+ − δx−, where x′ is a copy of x. Because of the defection of the gadgets this will
not be exactly tight in an ǫ-Nash equilibrium. More precisely, denoting by vx′ the player of G
corresponding to x′, the following are true in an ǫ-Nash equilibrium

p[vx′ ] = p[vx] ± ǫ

p[vx] = p[v′x] + p[vδx+ ] − p[vδx− ] ± 2ǫ,

where for the second observe that both p[vδx+ ] and p[vδx− ] are bounded above by α+(2M −1)ǫ so
there will be no truncations at 0 or 1 when adding p[vδx+ ] to p[v′x] and then subtracting p[vδx− ].
By combining the above we get

p[vδx+ ] − p[vδx− ] = ±3ǫ

and, similarly, for y and z
p[vδy+ ] − p[vδy− ] = ±3ǫ
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p[vδz+ ] − p[vδz− ] = ±3ǫ.

Now, if we use (31), (32), (35), (36) we derive

∣∣SKℓ
+ SKc

ℓ

∣∣ ≤ (4M + 1)ǫ, for ℓ = x, y, z,

where SKℓ
, SKc

ℓ
is the ℓ coordinate of SK, SKc . Moreover, since |K| ≥ K, the summation SKc

ℓ
has

at most M −K summands and because each of them is at most α
M in absolute value it follows that

|SKc
ℓ
| ≤ α

M (M − K), for all ℓ = x, y, z. Therefore, we have that

∣∣SKℓ

∣∣ ≤ (4M + 1)ǫ +
M − K

M
α, for ℓ = x, y, z.

Finally, note by the definition of the set K that, for all (p, q, r) ∈ K, the bit extraction from
(p[vx+p·α],p[vy+q·α],p[vz+r·α]) and the following circuit evaluation result in binary outputs. There-
fore, SK = 1

M

∑3
i=0 kiδi for some nonnegative integers k0, . . . , k3 adding up to |K|. From the above

we get that

∣∣∣
3∑

i=0

kiδi

∣∣∣
∞

≤ (4M + 1)Mǫ + (M − K)α ≤ (4M + 1)Mǫ + 3(2m + 1)2α.

By choosing m = 20, the bound becomes less than αK/5, and so Lemma 22 applies. It follows
that, among the results of the |K| circuit computations, all four δ0, . . . , δ3 appeared. And, since
every point on which the circuit C is evaluated is within ℓ1 distance at most 3mα+6ǫ << 2−n from
the point (x, y, z), as Equation (33) dictates, this implies that among the corners of the cubelet(s)
containing (x, y, z) there must be one panchromatic corner, completing the proof of Lemma 21 for
case (a).

Case (b): We will show that there is no ǫ-Nash equilibrium in which (p[vx],p[vy],p[vz ]) is within
distance (m + 1)α from a face of [0, 1]3. We will argue so only for the case

p[vx] ≤ (m + 1)α,

(m + 1)α < p[vy] < 1 − (m + 1)α,

(m + 1)α < p[vz] < 1 − (m + 1)α;

the other cases follow similarly.
First, we show that, for all −m ≤ p ≤ m, the bit extraction from p[vx+p·α] results in binary

outputs. From the proof of Lemma 19 it follows that, to show this, it is enough to establish that
p[vx+pα] < 2−n − 3nǫ, for all p. Indeed, for p ≥ 0, Equation (33) applies because there are no
truncations at 1 at the addition gadget. So for p ≥ 0 we get

p[vx+p·α] ≤ p[vx] + p · α + 2ǫ ≤ (m + 1)α + mα + 2ǫ << 2−n − 3nǫ

On the other hand, for p < 0, there might be a truncation at 0 when we subtract the value |p|α
from p[vx]. Nevertheless, we have that

p[vx+p·α] = max{ 0 , p[vx] − (|p|α ± ǫ) } ± ǫ ≤ p[vx] + 2ǫ ≤ (m + 1)α + 2ǫ << 2−n − 3nǫ.

Therefore, for all −m ≤ p ≤ m, the bit extraction from p[vx+p·α] is successful, i.e. results in binary
outputs.
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For the directions y and z the picture is exactly the same as in case (a) and, therefore, there
exists at most one q,−m ≤ q ≤ m, and at most one r, −m ≤ r ≤ m, for which the bit extraction
from p[vy+q·α] and p[vz+r·α] fails. Therefore, from among the M = (2m + 1)3 points of the form
(p[vx+p·α],p[vy+q·α],p[vz+r·α]) the bit extraction succeeds in all but at most 2(2m + 1)2 of them.

Therefore, at least K ′ = (2m − 1)(2m + 1)2 circuit evaluations are successful, i.e. in binary
arithmetic, and, moreover, they correspond to points inside cubelets of the form Kijk with i = 0. In
particular, from Equation (34) and the analogous equations for the y and z coordinates, it follows
that the successful circuit evaluations correspond to points inside at most 4 neighboring cubelets of
the form K0jk. Since these cubelets are adjacent to the x = 0 face of the cube, from the properties
of the circuit C in the definition of the problem Brouwer, it follows that, among the outputs
of these evaluations, one of the vectors δ0, δ1, δ2, δ3 is missing. Without loss of generality, let us
assume that δ0 is missing. Then, since there are K ′ successful evaluations, one of δ1, δ2, δ3 appears
at least K ′/3 times.

If this is vector δ1 (similar argument applies for the cases δ2, δ3), then denoting by vx′+δx+ the
player corresponding to x′ + δx+, the following should be true in an ǫ-Nash equilibrium.

p[vx] + ǫ ≥ p[vx′ ] ≥ p[vx] − ǫ,

α + (2M − 1)ǫ ≥ p[vδx+ ] ≥ K ′

3M
α − (2M − 1)ǫ,

p[vx′+δx+ ] ≥ min(1,p[vx′ ] + p[vδx+ ]) − ǫ ≥ p[vx′ ] + p[vδx+ ] − ǫ,

M − K ′

M
α + (2M − 1)ǫ ≥ p[vδx− ],

p[vx] ≥ max(0,p[vx′+δx+ ] − p[vδx− ]) − ǫ ≥ p[vx′+δx+ ] − p[vδx− ] − ǫ;

in the second inequality of the third line above, we used that p[vx] ≤ (m + 1)α. Combining the
above we get

p[vx] ≥ p[vx′ ] + p[vδx+ ] − p[vδx− ] − 2ǫ

≥ p[vx] + p[vδx+ ] − p[vδx− ] − 3ǫ

or equivalently that
p[vδx− ] ≥ p[vδx+ ] − 3ǫ,

which implies
M − K ′

M
α + (4M + 1)ǫ ≥ K ′

3M
α,

which is not satisfied by our selection of parameters.

To conclude the proof of Theorem 12, if we find any ǫ-Nash equilibrium of G, Lemma 21 has
shown that by reading off the first n binary digits of p[vx], p[vy] and p[vz] we obtain a solution to
the corresponding instance of Brouwer.
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6 Further Results and Open Problems

6.1 Two Players

Soon after our proof became available, Chen and Deng [7] showed that our PPAD-completeness re-
sult can be extended to the important two-player case. Here we present a rather simple modification
of our proof from the previous section establishing this result.

Theorem 13 ([7]) 2-Nash is PPAD-complete.

Proof. Let us define d-additive graphical Nash to be the problem d-graphical Nash re-
stricted to bipartite graphical games with additive utility functions defined next.

Definition 5 Let GG be a graphical game with underlying graph G = (V,E). We call GG a bipartite
graphical game with additive utility functions if G is a bipartite graph and, moreover, for each
vertex v ∈ V and for every pure strategy sv ∈ Sv of that player, the expected payoff of v for playing
the pure strategy sv is a linear function of the mixed strategies of the vertices in Nv \ {v} with
rational coefficients; that is, there exist rational numbers {αsv

u,su
}u∈Nv\{v},su∈Su

, αsv
u,su

∈ [0, 1] for
all u ∈ N (v) \ {v}, su ∈ Su, such that the expected payoff to vertex v for playing pure strategy sv is

∑

u∈Nv\{v},su∈Su

αsv
u,su

p[u : su],

where p[u : su] denotes the probability that vertex u plays pure strategy su.

The proof is based on the following lemmas.

Lemma 23 Brouwer is poly-time reducible to 3-additive graphical Nash.

Lemma 24 3-additive graphical Nash is poly-time reducible to 2-Nash.

Proof of Lemma 23: The reduction is almost identical to the one in the proof of Theorem 12.
Recall that given an instance of Brouwer a graphical game was constructed using the gadgets
Gα,G×α,G=,G+,G−,G∗, G∨,G∧,G¬, and G>. In fact, gadget G∗ is not required, since only multipli-
cation by a constant is needed which can be accomplished via the use of gadget G×α. Moreover, it
is not hard to see by looking at the payoff tables of the gadgets defined in Section 4.1 and Lemma
18 that, in gadgets Gα, G×α, G=, G+, G−, and G>, the non-input vertices have the additive utility
functions property of Definition 5. Let us further modify the games G∨,G∧,G¬ so that their output
vertices have the additive utility functions property.

Lemma 25 There are binary graphical games G∨,G∧,G¬ with two input players a, b (one input
player a for G¬) and an output player c such that the payoffs of a and b do not depend on the choices
of c, c’s payoff satisfies the additive utility functions property, and, in any ǫ-Nash equilibrium with
ǫ < 1/4 in which p[a],p[b] ∈ {0, 1}, p[c] is also in {0, 1}, and is in fact the result of applying the
corresponding Boolean function to the inputs.

Proof. For G∨, the payoff of player c is 0.5p[a] + 0.5p[b] for playing 1 and 1
4 for playing 0. For G∧,

the payoff of player c is 0.5p[a] + 0.5p[b] for playing 1 and 3
4 for playing 0. For G¬, the payoff of

player c is p[a] for playing 0 and p[a : 0] for playing 1.
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If the modified gadgets G∨,G∧,G¬ specified by Lemma 25 are used in the construction of Theorem 12,
all vertices of the resulting graphical game satisfy the additive utility functions property of Definition
5. To make sure that the graphical game is also bipartite we modify the gadgets G∨,G∧,G¬, and
G> with the insertion of an extra output vertex. The modification is the same for all 4 gadgets:
let c be the output vertex of any of these gadgets; we introduce a new output vertex e, whose
payoff only depends on the strategy of c, but c’s payoff does not depend on the strategy of e, and
such that the payoff of e is p[c] for playing 1 and p[c : 0] for playing 0 (i.e. e “copies” c, if c’s
strategy is pure). It is not hard to see that, for every gadget, the new output vertex has the same
behavior with regards to the strategies of the input vertices as the old output vertex, as specified
by Lemmas 18 and 25. Moreover, it is not hard to verify that the graphical game resulting from the
construction of Theorem 12 with the use of the modified gadgets G∨,G∧,G¬, and G> is bipartite;
indeed, it is sufficient to color blue the input and output vertices of all G×α, G=, G+, G−, G∨, G∧,
G¬, and G> gadgets used in the construction, blue the output vertices of all Gα gadgets used, and
red the remaining vertices. 2

Proof of Lemma 24: Let G̃G be a bipartite graphical game of maximum degree 3 with additive
utility functions and GG the graphical game resulting after rescaling all utilities to the set [0, 1],
e.g. by dividing all utilities by max {ũ}, where max {ũ} is the largest entry in the payoff tables of

game G̃G. Also, let ǫ < 1. In time polynomial in |GG| + log(1/ǫ), we will specify a 2-player normal
form game G and an accuracy ǫ′ with the property that, given an ǫ′-Nash equilibrium of G, one
can recover in polynomial time an ǫ-Nash equilibrium of GG. This will be enough, since an ǫ-Nash
equilibrium of GG is trivially an ǫ · max {ũ}-Nash equilibrium of game G̃G and, moreover, |GG| is

polynomial in |G̃G|.
The construction of G from GG is almost identical to the one described in Figure 7. Let

V = V1 ⊔ V2 be the bipartition of the vertices of set V so that all edges are between a vertex in V1

and a vertex in V2. Let us define c : V → {1, 2} as c(v) = 1 iff v ∈ V1 and let us assume, without loss
of generality, that |v : c(v) = 1| = |v : c(v) = 2|; otherwise, we can add to GG isolated vertices to
make up any shortfall. Suppose that n is the number of vertices in GG (after the possible addition
of isolated vertices) and t the cardinality of the strategy sets of the vertices in V , and let ǫ′ = ǫ/n.
Let us then employ the Steps 4 and 5 of the algorithm in Figure 7 to construct the normal form
game G from the graphical game GG; however, we choose M = 6tn

ǫ and we modify Step 5b to read
as follows

(b)’ for v ∈ V and sv ∈ Sv, if c(v) = p and s contains (v, sv) and (u, su) for some u ∈ N (v) \ {v},
su ∈ Su, then up

s = αsv
u,su

,

where we used the notation from Definition 5.
We argue next that, given an ǫ′-Nash equilibrium {xp

(v,a)}p,v,a of G, {xv
a}v,a is an ǫ-Nash equi-

librium of GG, where

xv
a = x

c(v)
(v,a)

/ ∑

j∈Sv

x
c(v)
(v,j), ∀v ∈ V, a ∈ Sv.

Suppose that p = c(v) for some vertex v of the graphical game GG. As in the proof of Theorem 5,
Lemma 7, it can be shown that in any ǫ′-Nash equilibrium of the game G,

Pr(p plays v) ∈
[

2

n
− 1

M
,
2

n
+

1

M

]
.

Now, without loss of generality assume that p = 1 (the pursuer) and suppose v is vertex v
(p)
i , in

the notation of Figure 7. Then, in an ǫ′-Nash equilibrium of the game G, we have, by the definition
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of a Nash equilibrium, that for all strategies sv, s
′
v ∈ Sv of vertex v:

E [payoff to p for playing (v, sv)] > E
[
payoff to p for playing (v, s′v)

]
+ ǫ′ ⇒ xp

(v,s′v) = 0. (37)

But

E [payoff to p for playing (v, sv)] = M · Pr
(
p + 1 plays v

(p+1)
i

)
+

∑

u∈Nv\{v},su∈Su

αsv
u,su

x
c(u)
(u,su)

and similarly for s′v. Therefore, (37) implies

∑

u∈Nv\{v},su∈Su

αsv
u,su

x
c(u)
(u,su) >

∑

u∈Nv\{v},su∈Su

αs′v
u,su

x
c(u)
(u,su) + ǫ′ ⇒ xp

(v,s′v) = 0. (38)

Lemma 26 For all v, a ∈ Sv, ∣∣∣∣∣∣
xv

a −
x

c(v)
(v,a)

2/n

∣∣∣∣∣∣
≤ n

2M
.

Proof.

∣∣∣∣xv
a −

x
c(v)
(v,a)

2/n

∣∣∣∣ =

∣∣∣∣
x

c(v)
(v,a)

Pr(c(v) plays v) −
x

c(v)
(v,a)

2/n

∣∣∣∣ =
x

c(v)
(v,a)

Pr(c(v) plays v)
|Pr(c(v) plays v)−2/n|

2/n ≤ n
2M , where we

used that
∑

j∈Sv
x

c(v)
(v,j) = Pr(c(v) plays v) and |Pr(c(v) plays v) − 2/n| ≤ 1

M .

By (38) and Lemma 26, we get that, for all v ∈ V , sv, s
′
v ∈ Sv,

∑

u∈Nv\{v},su∈Su

αsv
u,su

xu
su

>
∑

u∈Nv\{v},su∈Su

αs′v
u,su

xu
su

+
n

2
ǫ′ + |Nv \ {v}|t

n

M
⇒ xv

s′v
= 0.

Since n
2 ǫ′+ |Nv \{v}|t n

M ≤ ǫ, it follows that {xv
a}v,a is an ǫ-Nash equilibrium of the game GG. 2

6.2 Approximate Nash Equilibria

Our proof establishes that it is PPAD-hard to find an approximate Nash equilibrium when the
desired additive approximation ǫ is an inverse exponential in the size of the instance. What happens
for larger ǫ’s? Chen, Deng and Teng show that, for any ǫ which is inverse polynomial in n, computing
an ǫ-Nash equilibrium in 2-player games with n strategies per player remains PPAD-complete [9];
this is done by a modification of our reduction in which the starting Brouwer problem is defined
not on the 3-dimensional cube, but in the n-dimensional hypercube. Intuitively, the difference is
this: In order to create the exponentially many cells needed to embed the “line,” our construction
had to resort to exponentially small cell size; in contrast, the n-dimensional hypercube contains
exponentially many cells, all of reasonably large size.

The result of [9] implies that there is no fully polynomial time approximation scheme (a family
of approximation algorithms that are polynomial in both the input size and 1

ǫ ). But is there a
polynomial time approximation scheme (family of polynomial algorithms with 1

ǫ in the exponent)?
This is a major open question that is left open.

And how about finitely large ǫ’s? Since the establishment of PPAD-completeness of Nash, we
have seen a sequence of polynomial algorithms for finding ǫ-approximate Nash equilibria with ǫ = .5
[17], .39 [18], .37 [4]; the best known ǫ at the time of writing is .34 [56].
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6.3 Nash Equilibria in Graphical Games

Besides normal-form games, our work settles the complexity of computing a Nash equilibrium in
graphical games of degree at most 3, again in the negative direction. Elkind, Goldberg and Goldberg
show that a Nash equilibrium of graphical games with maximum degree 2 and 2 strategies per player
can be computed in polynomial time [24]. Daskalakis and Papadimitriou describe a polynomial time
approximation scheme for graphical games with a constant number of strategies per player, bounded
degree and treewidth at most logarithmic in the number of players [20]. Can approximate Nash
equilibria in general graphical games be computed efficiently?

6.4 Special Cases

Are there important and broad classes of games for which the Nash equilibrium problem can be
solved efficiently? It has been shown that finding Nash equilibria in normal form games with all
utilities either 1 or −1 (the so-called win-lose games) remains PPAD-complete [1, 10]. Rather
surprisingly, it was also recently shown that, essentially, it is PPAD-complete to play even repeated
games [3] (the so-called “Folk Theorem for repeated games” [52] notwithstanding).

On the positive side, Daskalakis and Papadimitriou [21, 22] develop a polynomial-time approx-
imation scheme for anonymous games (games in which the utility of each player depends on her
own strategy and the number of other players playing various strategies, but not the identities of
these players), when the number of strategies per player is bounded. Although their algorithm is
too inefficient to have a direct effect in practice, it does remove the intractability obstacle for a
very large class of multiplayer games. Note that finding a Nash equilibrium in anonymous games
is not known to be PPAD-complete.

6.5 Further Applications of our Techniques

What is the complexity of the Nash Equilibrium problem in other classes of succinctly representable
games with many players (besides the graphical problems resolved in this paper)? For example,
are these problems even in PPAD? (It is typically easy to see that they cannot be easier than the
normal-form problem.) Daskalakis, Fabrikant and Papadimitriou give a general sufficient condition,
satisfied by all known succinct representations of games, for membership of the Nash equilibrium
problem in the class PPAD [15]. The basic idea is using the “arithmetical” gadgets in our present
proof to simulate the calculation of utilities in these succinct games. However, whether computing
a sequential equilibrium [46] in an extensive-form game is in PPAD is left open.

Our technique can be used to treat two other open problems in complexity. One is that of
the complexity of simple stochastic games defined in [12], heretofore known to be in TFNP, but
not in any of the more specialized classes like PPAD or PLS. Now, it is known that this problem
is equivalent to evaluating combinational circuits with max, min, and average gates. Since all
three kinds of gates can be implemented by the graphical games in our construction, it follows that
solving simple stochastic games is in PPAD. 6

Similarly, by an explicit construction we can show the following.

Theorem 14 Let p : [0, 1] → R be any polynomial function such that p(0) < 0 and p(1) > 0. Then
there exists a graphical game in which all vertices have two strategies, 0 and 1, and in which the
mixed Nash equilibria correspond to a particular vertex v playing strategy 1 with probability equal
to the roots of p(x) between 0 and 1.

6One has to pay some attention to the approximation; see [25] for details.
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Proof Sketch. Let p be described by its coefficients α0, α1, . . . , αn, so that

p(x) := αnxn + αn−1x
n−1 + . . . + α1x + α0.

Taking A := (
∑n

i=0 |αi|)−1, it is easy to see that the range of the polynomial q(x) := 1
2Ap(x) + 1

2
is [0, 1], that q(0) < 1

2 , q(1) > 1/2, and that every point r ∈ [0, 1] such that q(r) = 1
2 is a root of

p. We define next a graphical game GG in which all vertices have two strategies, 0 and 1, and a
designated vertex v of GG satisfies the following

(i) in any mixed Nash equilibrium of GG the probability xv
1 by which v plays strategy 1 satisfies

q(xv
1) = 1/2;

(ii) for any root r of p in [0, 1], there exists a mixed Nash equilibrium of GG in which xv
1 = r;

The graphical game has the following structure:

• there is a component graphical game GGq with an “input vertex” v and an “output vertex” u
such that, in any Nash equilibrium of GG, the mixed strategies of u and v satisfy xu

1 = q(xv
1);

a graphical game which progressively performs the computations required for the evaluation
of q(·) on xv

1 can be easily constructed using our game-gadgets; note that the computations
can be arranged in such an order that no truncations at 0 or 1 happen (recall the rescaling
by 1

2A and the shifting around 1/2 done above);

• a comparator game G> (see Lemma 18) compares the mixed strategy of u with the value 1
2 ,

prepared by a G1/2 gadget (see Section 4.1), so that the output vertex of the comparator game

plays 0 if xu
1 > 1

2 , 1 if xu
1 < 1

2 , and anything if xu
1 = 1

2 ;

• we identify the output player of G> with player v;

It is not hard to see that GG satisfies Properties (i) and (ii).

As a corollary of Theorem 14, it follows that fixed points of polynomials can be computed by
computing (exact) Nash equilibria of graphical games. Computing fixed points of polynomials via
exact Nash equilibria in graphical games can be extended to the multi-variate case again via the
use of game gadgets to evaluate the polynomial and the use of a series of G= gadgets to set the
output equal to the input.

Both this result and the result about simple stochastic games noted above were shown indepen-
dently by [25], while Theorem 14 was already shown by Bubelis [5].
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